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Decentralized training is a robust solution for learning over an extensive network of distributed 
agents. Many existing solutions involve the averaging of locally inferred parameters which 
constrain the architecture to independent agents with identical learning algorithms. Here, we 
propose decentralized fused-learner architectures for Bayesian reinforcement learning, named 
fused Bayesian-learner architectures (FBLAs), that are capable of learning an optimal policy 
by fusing potentially heterogeneous Bayesian policy gradient learners, i.e., agents that employ 
different learning architectures to estimate the gradient of a control policy. The novelty of FBLAs 
relies on fusing the full posterior distributions of the local policy gradients. The inclusion of 
higher-order information, i.e., probabilistic uncertainty, is employed to robustly fuse the locally-

trained parameters. FBLAs find the barycenter of all local posterior densities by minimizing the 
total Kullback–Leibler divergence from the barycenter distribution to the local posterior densities. 
The proposed FBLAs are demonstrated on a sensor-selection problem for Bernoulli tracking, where 
multiple sensors observe a dynamic target and only a subset of sensors is allowed to be active at 
any time.

1. Introduction

Cooperative multi-agent learning systems [1,2] are comprised of a multitude of individual agents that operate in an environ-

ment toward a shared goal. Through sensing, communication, and cooperation, multi-agent systems are capable of addressing 
many of today’s challenging tasks such as network navigation and localization [3–6], multi-object tracking [7–9], resource man-

agement [10–12], simultaneous mapping and localization [13], autonomous driving [14], network packet delivery [15], traffic-light 
management [16], and e-commerce logistics [17]. Accurate and scalable solutions are especially critical in massive multi-agent 
systems operating in challenging environments with limited observability and communication capabilities. For example, sensor 
management for centralized [18–20] and distributed [21–24] target tracking comprises sensor selection, scheduling, and fre-

quency/timeslot allocation. Efficient sensor management is necessary for ensuring accurate object tracking in robotics, safe operation 
of agents in factory of the future, as well as data collection in wireless networks [25–28]. Planning of agent paths and their interaction 
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is highly relevant for heterogeneous networks of agents with different sensing modalities and where the fusion of information across 
the entire network is necessary to unambiguously localize and track objects. Many robust multi-agent systems are decentralized [29], 
that is, there is no centralized fusion node that collects all observations and dispatches control policies to its constituent agents. Ac-

cordingly, decentralized inference algorithms [23,30,31] rely on a communication graph in order to achieve network consensus 
through neighbor-to-neighbor communication.

Multi-simulator training enabled today’s success of deep reinforcement learning (RL) [32] through the stabilization of the learning 
process and by achieving higher learning throughput [33]. These achievements were obtained by distributing computation across 
several agents wherein training data is locally simulated. Centralized training of decentralized policies [34–36] has emerged as a 
solution to reduce the complexity of multi-agent RL. These solutions assume a centralized communication graph during training; 
while during the execution phase, each agent operates based solely on its local action-observation history or based on a limited 
communication channel with neighboring agents.

Several decentralized training algorithms for RL [37–43] were proposed in recent years by employing various distributed estima-

tion methods such as gossiping, consensus, diffusion, and consensus+innovations. In [37], each agent implements the actor-critic (AC) 
method of [44,45] with a parametric representation for both the actor (i.e., policy) and critic (i.e., state-action value or Q function) 
where network consensus is achieved for both sets of parameters in an asynchronous manner. Similarly in [42], asynchronous gossip 
is employed to reach consensus for both actor and critic with non-linear function approximation. A consensus+innovation strategy is 
employed in [38] to learn the optimal Q function in a tabular case, i.e., finite state and action spaces without parametrization. Rely-

ing on linearly parametrized state-value functions and a primal-dual argument, the works of [39,41] achieve fully decentralized RL 
solutions. By incorporating updates from neighboring agents, a gossip-based architecture for distributed temporal difference RL was 
proposed in [40]. Of further note in [40] is the ability of each agent to employ a different set of features to represent the state-value 
function. A decentralized primal-dual formulation is employed in [43] coupled with a non-linear function approximation for the 
state-value function.

In this work, we propose two decentralized fused Bayesian-learner architectures (FBLAs) for RL, that we name FBLA with pre-

cision matrix gossip (FBLA-PMG) and FBLA with precision matrix gossip and consensus (FBLA-PMGC), for which the full posterior 
distribution of individual learning agents is fused together in a communication-efficient manner. The agents locally simulate the 
environment by using a parametric policy and learn a posterior density estimate of the policy gradient using potentially different 
Bayesian methods, e.g., Bayesian policy gradient (BPG) and Bayesian actor-critic (BAC). Learner fusion is achieved by minimizing a 
weighted average Kullback–Leibler divergence (KLD) from each of the local posteriors. The Gaussian nature of the posteriors resulting 
from Bayesian RL is harnessed to yield a closed-form solution for the KLD minimization problem. For both FBLAs architectures, the 
first and second order moments of the local posteriors are shared among neighboring agents through gossiping. Consensus for both 
mean and covariance are not necessary for either FBLAs, however, FBLA-PMGC performs an additional precision matrix consensus 
(PMC) step for precision (and implicitly covariance) consensus across all agents. Both FBLAs architectures are shown to maintain the 
local moment estimates to be within an 𝜖-ball of each other.

In summary, our contributions are twofold:

• the development of gossip-based architectures for decentralized training of Bayesian RL agents using an average KLD fusion 
criterion,

• the derivation of 𝜖-ball guarantees that bound the differences of the first and second order moments of the locally fused policies 
across the different agents.

To the best of the authors knowledge, the FBLAs are the first Bayesian RL architectures to be proposed for decentralized training 
over a network of agents that implement Bayesian RL methods (e.g., BPG or BAC). In comparison to the state-of-the-art works 
of [42,46,47], the FBLAs novelty is given by: (i) extending the single-agent Bayesian RL methods of [46] and [47] to a network 
of multi-agent learners, and (ii) devising a gossip-based architecture that fuses the entire distributions of the local policy gradient 
estimators as opposed to just the first-order statistics (i.e., mean estimates) as done in [42].

Several advantages arise of the proposed FBLA. First, the FBLAs fuse the full posterior information of the agents as opposed to 
just the first-order (i.e., mean value) statistics. Second, the FBLAs can merge results from heterogeneous agents, i.e., BPG or BAC 
with different dictionaries for the local critics can be fused together. This feature can lead to a faster exploration of the policy space 
and a better adaptability to the computational and memory capabilities of each agent. Thirdly, the dimension of communication 
messages in the FBLAs are 𝑂(𝑑2), where 𝑑 is the number of policy parameters, since only actor-related quantities (the mean vector 
and covariance matrix of the policy gradient) are exchanged among neighboring agents. This is in contrast to fusing critic-related 
quantities, which would involve a much larger communication overhead due to the dependence of the posterior Gaussian process 
(GP) critic on the number of training samples.

In closing, we demonstrate the FBLAs through numerical experimentation in the case of a sensor selection problem for Bernoulli 
tracking. More specifically, a dynamical Bernoulli random finite set (RFS) is observed through an extensive network of non-linear 
sensors and the objective is to find a sensor activation policy that maximizes the inferred information on the Bernoulli RFS while 
imposing a constraint on the number of sensors that can be active at any time. The setting for this application is borrowed from [48]. 
However, this work differs significantly from that of [48] based on two main aspects: (i) no multi-agent learning is considered 
in [48] and (ii) the control policy of [48] differs from the one considered in this work (see Sec. 4.1 for details). Here, multiple 
2

learning agents locally implement various BPG or BAC algorithms and fuse their policy gradient posteriors through the FBLAs. We 
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showcase the improved training results of the FBLAs when contrasted with a fusion method that averages the posterior moments of 
the local posteriors.

The rest of the paper is organized as follows. Background is provided in Sec. 2. The proposed fused architectures are presented in 
Sec. 3, while numerical results are given in Sec. 4.

2. Background

Notation. Random variables are displayed in sans serif, upright fonts; their realizations in serif, italic fonts. Vectors and matrices 
are denoted by bold lowercase and uppercase letters, respectively. Random sets and their realizations are denoted by upright sans 
serif and calligraphic font, respectively. Set cardinality is denoted as # . For any non-negative integers 𝑎 < 𝑏, we denote the set 
ℕ𝑏

𝑎
≜ {𝑎, 𝑎 + 1, … , 𝑏}. The expectation operator is denoted via 𝔼{⋅} while the covariance operator is denoted with ℂov{⋅, ⋅}.

A random vector 𝘅 that obeys a Gaussian distribution with mean vector 𝒎 and covariance matrix 𝑷 is denoted via 𝘅 ∼ 𝑓G(𝒎, 𝑷 ). 
Whenever 𝑷 is positive definite, the multidimensional Gaussian probability density function is denoted via 𝑓G(⋅; 𝒎, 𝑷 ). The Kronecker 
product is denoted with ⊗. For a 𝑛-tuple of positive definite matrices 

(
𝑷 𝑖

)𝑛

𝑖=1, a max operator �̃� = max
{(

𝑷 𝑖

)𝑛

𝑖=1

}
is defined as 

�̃� = 𝑷 𝑖∗
where 𝑖∗ = argmin

(
𝜌
(
𝑷 −1

𝑖

)
∶ 𝑖 ∈ℕ𝑛

1
)

and 𝜌(⋅) is the spectral radius operator.

A stochastic process is a collection of random variables {𝖿 (𝑥)}𝒙∈ , where the covariates 𝒙 take values in some (potentially 
uncountable) set  , e.g.,  ⊂ ℝ𝑛. A GP is a collection of random variables, any finite number of which jointly obey a Gaussian 
distribution [49, def. 2.1]. A GP [49] is denoted via 𝖿 ∼ 𝑓GP(𝜇, 𝜅), where 𝜇 is the mean function on  and 𝜅 is a covariance function, 
i.e., a symmetric function of positive type on  ×  [50, Th. 1.11] (see also [49, Ch. 4]). Moreover, for a GP 𝖿 ∼ 𝑓GP(𝜇, 𝜅) and for 
any finite set {𝒙1, 𝒙2, … , 𝒙𝑛} ⊂  , the vector of random variables [𝖿 (𝒙1), 𝖿 (𝒙2), … , 𝖿 (𝒙𝑛)]⊤ is Gaussian distributed with mean vector 
𝝁 = [𝜇(𝒙1), 𝜇(𝒙2), … , 𝜇(𝒙𝑛)]⊤ and covariance matrix 𝑲 with entries [𝑲]𝑖𝑗 = 𝜅(𝒙𝑖, 𝒙𝑗 ) for 1 ⩽ 𝑖, 𝑗 ⩽ 𝑛. The positive semidefinite nature 
of 𝑲 follows from 𝜅 being a covariance function (see [49, p. 80]).

Reinforcement learning. RL [51–54] refers to a class of learning problems where one or several agents aim to optimize a 
measure of long-term performance by interacting with a stochastic environment. In general, such interactions are modeled via 
a Markov decision process (MDP) represented by the tuple 

( ,  , 𝑓, ℎ, 𝑓0
)
, where  and  are the state and action (or control) 

spaces respectively, 𝑓 (⋅|𝒙, 𝒖) is the probability distribution of transitioning from state 𝒙 when taking action 𝒖, and 𝑓0(⋅) is the initial 
state distribution. The reward of taking action 𝒖 in state 𝒙 is represented by the random variable 𝗋(𝒙, 𝒖), and has distribution ℎ(⋅|𝒙, 𝒖). 
Furthermore, we assume the existence of a stationary policy 𝜋(⋅|𝒙; 𝜽) that dictates the probability distribution of actions taken in 
state 𝒙 and which is smoothly parameterized by a vector 𝜽 ∈Θ ⊂ ℝ𝑑 .

Denoting the joint state-action tuple by 𝒚 = [𝒙, 𝒖]⊤ and the corresponding space by  =  × , we construct a Markov chain 
with transition probability density function 𝑓𝜋 (𝒚𝑡|𝒚𝑡−1) = 𝜋(𝒖𝑡|𝒙𝑡; 𝜽)𝑓 (𝒙𝑡|𝒙𝑡−1, 𝒖𝑡−1). The agent maximizes the expected cumulative 
reward 𝜂(𝜽) = 𝔼

{∑∞
𝑡=0 𝛾𝑡𝗋(𝘅𝑡, 𝘂𝑡)|𝜋} with respect to the policy parameter 𝜽. The discount parameter 𝛾 ∈ [0, 1) controls the relevance 

of future rewards in the decision process at the current state. The state-action function, also called Q-function, is defined as 𝑄𝜋(𝒙, 𝒖) =
𝔼
{∑∞

𝑡=0 𝛾𝑡𝗋(𝘅𝑡, 𝘂𝑡)|𝘅0 = 𝒙, 𝘂0 = 𝒖; 𝜋
}

. Furthermore, by defining the discounted weighting function for state-action pairs as

𝑑𝜋(𝒚) =
∞∑

𝑘=0
𝛾𝑘 ∫

𝑘

𝑓0(𝒚0)𝑓
𝜋(𝒚 |𝒚𝑘−1)

𝑘−1∏
𝑖=1

𝑓𝜋(𝒚𝑖|𝒚𝑖−1)d(𝒚0⋯ 𝒚𝑘−1) (1)

and assuming the class of policies {𝜋(⋅|𝒙; 𝜽)∶ 𝜽 ∈ Θ} to be sufficiently smooth (see [47]), then the policy-gradient theorem [44,45]

relates the gradient of the cumulative reward to the Q function via

𝒈(𝜽) ≜∇𝜽𝜂(𝜽) = ∫


∇𝜽 log𝜋(𝒖|𝒙;𝜃)𝑄𝜋(𝒚)𝑑𝜋(𝒚)d𝒚 . (2)

Gossip algorithms. Gossip algorithms [30,31] serve to compute averages across multiple nodes interconnected in a peer-to-peer 
graph topology by only using neighbor-to-neighbor communications. Let the communication graph be denoted via the directed graph 
𝑘( , 𝑘), where  = {𝑣𝑖 ∶ 𝑖 ∈ ℕ𝑁

1 } is the set of agents. The edge set 𝑘 encodes the communication links between agents at time 𝑘, 
i.e., 𝑒𝑖𝑗 ∈ 𝑘 if agent 𝑣𝑖 can send information to agent 𝑣𝑗 at time step 𝑘. The graph diameter is denoted with diam(𝑘). Furthermore, 
let 𝒙𝑖 ∈ ℝ𝑑 denote the local vector of the 𝑖-th agent and 𝑿 = [𝒙1, … , 𝒙𝑁 ]⊤ the row-wise concatenation of these vectors. Gossip 
algorithms iteratively perform updates of the form 𝑿(𝑘+1) = 𝛀(𝑘)𝑿(𝑘) for 𝑘 = 0, 1, … , with the initialization 𝑿(0) =𝑿. The mixing 
matrix 𝛀(𝑘) is determined by the edge set 𝑘 and is allowed to be time varying. Several constructions of the mixing matrix are 
possible, however, all must respect the graph topology in the sense that [𝛀(𝑘)]𝑖𝑗 ⩾ 0 ∀𝑖, 𝑗 ∈  and [𝛀(𝑘)]𝑖𝑗 = 0 if 𝑒𝑖𝑗 ∉ 𝑘. Under the 
assumption of symmetric and doubly-stochastic mixing matrices 𝛀(𝑘) ∀𝑘, that is, [𝛀(𝑘)]𝑖𝑗 = [𝛀(𝑘)]𝑗𝑖 ∈ [0, 1] ∀𝑖, 𝑗, 

∑𝑁

𝑖=1[𝛀
(𝑘)]𝑖𝑗 = 1 ∀𝑗, 

and 
∑𝑁

𝑗=1[𝛀
(𝑘)]𝑖𝑗 = 1 ∀𝑖, gossip iterations converge to the average of the initial agent values, i.e., lim𝑘→∞ 𝒙

(𝑘)
𝑖

= 1
𝑁

∑𝑁

𝑗=1 𝒙
(0)
𝑗

for each 
agent 𝑣𝑖 ∈  (see [31] for more details on gossip algorithms).

3. The fused Bayesian-learner architecture

In this section the proposed fused Bayesian-learner architecture is presented. The architecture achieves a decentralized evaluation 
3

of the policy gradient in a fully Bayesian manner, i.e., the posterior distributions of local gradients are optimally fused and the new 
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fused posterior is obtained via gossip. Based on a given set of policy parameters, in Sec. 3.1 we present one example of a local 
Bayesian learner that estimates a posterior distribution over the space of Q-functions and subsequently over the space of policy 
gradients given the local training data. Sec. 3.2 presents the fusion mechanism of local gradient posteriors.

3.1. Local Bayesian learner

For completeness, we introduce the BAC method of [46] as one possible learning algorithm implemented by an individual learner. 
According to its own policy, each agent simulates interactions with the MDP 

( ,  , 𝑓, ℎ, 𝑓0
)
. Even though an agent only has access 

to its own local training data, the MDP characteristics are considered identical across all agents. Agent 𝑣𝑖 ∈  imposes a GP prior 
on the space of Q functions, i.e., 𝖰𝑖 ∼ 𝑓GP(0, 𝜅𝑖), with a mean function that is identically zero and a covariance kernel 𝜅𝑖. The 
covariance kernels of the agents and hence the prior GP characteristics of their Q processes are allowed to be different in order to 
accommodate the local agent capabilities. Given an instance of the local policy parameters 𝜽

𝑖
∈ℝ𝑑 , agent 𝑣𝑖 ∈  interacts with the 

MDP 
( ,  , 𝑓, ℎ, 𝑓0

)
according to 𝜋(𝒖𝑡|𝒙𝑡; 𝜽𝑖

) and collects data that is used to update the GP prior on 𝖰𝑖 . Data is generated through 
the generative model [46]

𝗋𝑖(𝒚𝑡) =𝖰𝑖(𝒚𝑡) − 𝛾𝖰𝑖(𝒚𝑡+1) + 𝗇𝑖(𝒚𝑡,𝒚𝑡+1) (3)

where the covariates 𝒚𝑡 = (𝒙𝑡, 𝒖𝑡) for 𝑡 ∈ℕ𝑡𝑖
0 represent a sampled trajectory of the Markov chain 𝘆𝑡 = [𝘅𝑡, 𝘂𝑡]⊤ with transitions 𝘅𝑡+1|𝒚𝑡 ∼

𝑓 (⋅|𝒙𝑡, 𝒖𝑡) and 𝘂𝑡+1|𝒙𝑡+1 ∼ 𝜋 (⋅|𝒙𝑡+1; 𝜽𝑖). The learning noise 𝗇𝑖 accounts for the discrepancies between the instantaneous rewards 𝗋𝑖 and 
the temporal difference 𝖰𝑖(𝒚𝑡) − 𝛾𝖰𝑖(𝒚𝑡+1). Note that even if the local reward variables have the same distributions, i.e., 𝗋𝑖(𝒚) ∼ ℎ(⋅|𝒚)
∀𝑖 and ∀𝒚 ∈  , the learning noise terms {𝗇𝑖}𝑁

𝑖=1 have potentially different characteristics in accordance with their respective priors 
on the Q function.

Introducing the vector notation

𝗿𝑖 = [𝗋𝑖(𝒚0), 𝗋𝑖(𝒚1),⋯ , 𝗋𝑖(𝒚𝑡𝑖−1)]
⊤

𝗤𝑖 = [𝖰𝑖(𝒚0),𝖰𝑖(𝒚1),⋯ ,𝖰𝑖(𝒚𝑡𝑖
)]⊤

𝗻𝑖 = [𝗇𝑖(𝒚0,𝒚1),𝗇𝑖(𝒚1,𝒚2),⋯ ,𝗇𝑖(𝒚𝑡𝑖−1,𝒚𝑡𝑖
)]⊤

leads (3) to be written in the vectorial form

𝗿𝑖 =𝑯 𝑖𝗤𝑖 + 𝗻𝑖 (4)

where we introduced the matrix

𝑯 𝑖 =
[
𝑰 𝑡𝑖

, 𝟎𝑡𝑖

]
− 𝛾

[
𝟎𝑡𝑖

, 𝑰 𝑡𝑖

]
(5)

and 𝑰 𝑡𝑖
is the identity matrix of size 𝑡𝑖 while 𝟎𝑡𝑖

= [0, ⋯ , 0]⊤ is the zero vector of dimension 𝑡𝑖. The learning noise is assumed Gaussian 
with zero mean and with a covariance matrix that obeys 𝚺𝑖 = ℂov{𝗻𝑖, 𝗻𝑖} = 𝜎2

𝑖
𝑯 𝑖𝑯

⊤
𝑖

under certain assumptions on the distribution 
of the discounted returns [55]. Denoting the locally observed trajectory data by 𝑖 =

(
(𝒚(𝑖)

𝑡
, 𝑟(𝑖)

𝑡
, 𝒚(𝑖)

𝑡+1)
)𝑡𝑖

𝑡=0 and the reward vector by 
𝒓𝑖 = [𝑟(𝑖)0 , 𝑟(𝑖)1 , ⋯ , 𝑟(𝑖)

𝑡𝑖−1
]⊤, the posterior distribution of the Q function is the GP 𝖰𝑖|𝑖 ∼ 𝑓GP(�̂�𝑖, �̂�𝑖), with mean function and covariance 

kernel given by [47]

�̂�𝑖(𝒚) = 𝔼{𝖰𝑖(𝒚)|𝑖} = 𝒌𝑖(𝒚)⊤𝜶𝑖 (6a)

�̂�𝑖(𝒚,𝒚′) =ℂov{𝖰𝑖(𝒚),𝖰𝑖(𝒚′)|𝑖}

= 𝜅𝑖(𝒚,𝒚′) − 𝒌𝑖(𝒚)⊤𝑪 𝑖 𝒌𝑖(𝒚′) (6b)

for any 𝒚, 𝒚′ ∈ and where [47]

𝒌𝑖(𝒚) = [𝜅𝑖(𝒚
(𝑖)
0 ,𝒚), 𝜅𝑖(𝒚

(𝑖)
1 ,𝒚),… , 𝜅𝑖(𝒚

(𝑖)
𝑡𝑖

,𝒚)]⊤ (7a)

𝑲 𝑖 = [𝒌𝑖(𝒚
(𝑖)
0 ),𝒌𝑖(𝒚

(𝑖)
1 ),… ,𝒌𝑖(𝒚

(𝑖)
𝑡𝑖
)] (7b)

𝜶𝑖 =𝑯⊤
𝑖

(
𝑯 𝑖𝑲 𝑖𝑯

⊤
𝑖
+𝚺𝑖

)−1
𝒓𝑖 (7c)

𝑪 𝑖 =𝑯⊤
𝑖

(
𝑯 𝑖𝑲 𝑖𝑯

⊤
𝑖
+𝚺𝑖

)−1
𝑯 𝑖 . (7d)

Let 𝒔𝑖(𝒚) denote the score vector 𝒔𝑖(𝒚) = ∇𝜽 log𝜋(𝒖|𝒙; 𝜃𝑖) and the corresponding Fisher information matrix defined as 𝑭 𝑖 =∫ 𝒔𝑖(𝒚)𝒔𝑖(𝒚)⊤𝑑𝜋
𝑖
(𝒚)d𝒚, where 𝑑𝜋

𝑖
(𝒚) is the discounted weighting function for the 𝑖-th agent (see (1) and [47, Sec.2] for more de-

tails). Furthermore, we assume that the GP kernel can be decomposed as [47]

𝜅𝑖(𝒚,𝒚′) = 𝜅𝑖,x(𝒙,𝒙′) + 𝜅𝑖,F(𝒚,𝒚′) (8a)

′ ⊤ −1 ′
4

𝜅𝑖,F(𝒚,𝒚 ) = 𝒔𝑖(𝒚) 𝑭
𝑖
𝒔𝑖(𝒚 ) . (8b)
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Note that the form of the state-dependent kernel 𝜅𝑖,x is specific to agent 𝑣𝑖 ∈  , while all agents have the same form for the Fisher 
kernel 𝜅𝑖,F, i.e., the form in (8b). The following proposition gives the distribution of the local policy gradient when employing the 
posterior GP for the Q-function in the policy-gradient equation of (2).

Proposition 1. A linear integral operator transforms the GP posterior 𝖰𝑖|𝑖 into the Gaussian-distributed policy gradient �̂�𝑖|𝑖; 𝜽
(𝑘)
𝑖

∼
𝑓G(�̂�𝑖, �̂�𝑖). Under the additional decomposition of (8), the posterior gradient moments are given by [47]

�̂�𝑖 = 𝑺 𝑖𝜶𝑖 (9a)

�̂�𝑖 = 𝑭 𝑖 −𝑺 𝑖𝑪 𝑖𝑺
⊤
𝑖

(9b)

where 𝑺 𝑖 =
[
𝒔𝑖(𝒚

(𝑖)
0 ), 𝒔𝑖(𝒚

(𝑖)
1 ), … , 𝒔𝑖(𝒚

(𝑖)
𝑡𝑖
)
]
.

A proof of Proposition 1 is found in Sections 7.2 and Appendix D of [47].

3.2. Fusion criterion and architecture

The objective of this section is to propose a method for merging the different local posteriors of the learning agents. In general, 
the agents implement potentially heterogeneous Bayesian learning algorithms for obtaining posterior density estimates 𝑓𝑖 of the 
policy gradient vector �̂�𝑖|𝑖; 𝜽

(𝑘)
𝑖

. For example, both variants of BPG algorithms from [47] and the BAC algorithm from [46] can be 
used together in our proposed distributed fusion architecture. In general, the posterior densities for the policy gradient obtained by 
each agent are different due to different local conditions. Such conditions are given by: (i) the type of algorithm used, (ii) the specific 
implementation of the environment when a simulator is employed, and (iii) the prior parameters used by the learning algorithm.

Even when each agent employs the same type of algorithm (e.g., BAC of Sec. 3.1), the conditions at (iii) imply that a careful 
fusion of the entire information contained in the local posteriors is necessary as opposed to simply averaging their mean values. For 
example, the local kernel functions 𝜅𝑖,x and consequently the characteristics of the learning noises 𝗇𝑖 are different for each agent 
𝑣𝑖 ∈  . Mercer’s theorem [49, Thm. 4.2] links a specific kernel 𝜅𝑖,x to an inner product on a high (potentially infinite) dimensional 
Hilbert space 𝑖, called feature space.2 Thus, each agent is allowed to have a different feature space for a diversified representation 
of the Q function. Other agent-specific learning parameters are the number of training episodes and of data samples per episode, as 
well as the threshold value and dictionary size used for on-line sparsification.

A frequently-employed mechanism for merging probability densities is given by the KLD centroid of the set of local posteriors 
{𝑓𝑖}𝑁

𝑖=1 (see [57–59]). More specifically, denoting via 𝐷KL{𝑓, 𝑔} ≜ ∫ 𝑓 (𝒙) log
( 𝑓 (𝒙)

𝑔(𝒙)

)
d𝒙 the KLD between two densities 𝑓 and 𝑔, 

and letting 𝑤𝑖 ∈ (0, 1) represent a confidence weight associated with agent 𝑣𝑖, where 
∑𝑁

𝑖=1 𝑤𝑖 = 1, we propose to merge the local 
posteriors {𝑓𝑖}𝑁

𝑖=1 via the following variational program

𝑓F ≜ argmin
𝑓

𝑁∑
𝑖=1

𝑤𝑖 𝐷KL{𝑓,𝑓𝑖} (10)

subject to 𝑓 (𝒈) ⩾ 0 ∀𝒈 ∈ℝ𝑑

∫ 𝑓 (𝒈) d𝒈 = 1 .

Proposition 2. The solution to the KLD minimization of (10) is given by the fused distribution 𝑓F shown to be

𝑓F(𝒈) = 𝑍−1
𝑁∏
𝑖=1

[
𝑓𝑖(𝒈)

]𝑤𝑖 (11)

where 𝑍 ≜ ∫ ∏𝑁

𝑖=1
[
𝑓𝑖(𝒈)

]𝑤𝑖d𝒈 ∈ (0, 1] is a normalization constant.

A proof of Proposition 2 is found in [57]. In general, the density 𝑓F(⋅) does not admit an analytic expression due to the normaliza-

tion constant 𝑍 . The weights {𝑤𝑖}𝑁
𝑖=1 encode the confidence given to each agent during the learning process, with equal confidence 

given by 𝑤𝑖 = 1∕𝑁 ∀ 𝑖.

Multiple criteria for fusing probability densities exist in the literature, see [58] for a comprehensive study. The fusion criterion in 
(10) employs the exclusive form of the KLD 𝐷KL{𝑓, 𝑓𝑖} (or I-projection [60, Ch. 8.5]), which favors densities 𝑓 that provide a good 
match to the most probable mode of the target density. This is in contrast to the inclusive form of the KLD, which favors densities 
𝑓 that match the main mass of the target density but also assign significant values to the entire support of the target density, at 
the expense of higher variance. The reader is referred to [60, Ch. 8.5] for a detailed discussion on their different properties. The 
symmetrized form of the KLD is also a possible fusion criterion. Note that when the local densities are Gaussian (as in the case 
5

2 In other words, there exists a mapping 𝜙𝑖 ∶  →𝑖 such that 𝜅𝑖,x(𝒙, 𝒙′) = ⟨𝜙𝑖(𝒙), 𝜙𝑖(𝒙′)⟩𝑖
for all 𝑣𝑖 ∈  (see [56, Ch.2] for more details).
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of Bayesian RL), the fusion criterion in (10) leads to another Gaussian density, which is not the case for criteria using either the 
inclusive or the symmetrized forms of the KLD. This result is formalized in the following proposition.

Proposition 3. If the local probability densities are Gaussian, i.e., 𝑓𝑖(𝒈) = 𝑓G(𝒈; �̂�𝑖, �̂� 𝑖) ∀𝑖, the fused density is also Gaussian 𝑓F(𝒈) =
𝑓G(𝒈; 𝒎F, 𝑷 F) with parameters

𝑷 −1
F =

𝑁∑
𝑖=1

𝑤𝑖�̂�
−1
𝑖

, (12a)

𝒎F = 𝑷 F

𝑁∑
𝑖=1

𝑤𝑖�̂�
−1
𝑖
�̂�𝑖 . (12b)

A proof of Proposition 3 is found in [61, Sec. 3.1].

The fusion rule of (12) is referred to as covariance intersection (CI) in the robotics [62–65] and target-tracking [66] communities. 
Additionally, in [67] an information geometric characterization is given for the fused Gaussian density of (12), in the case of 
𝑁 = 2 and with optimal weights, as the unique intersection of the exponential geodesic curve joining the two densities and its 
dual hyperplane. Considering the densities {𝑓𝑖}𝑁

𝑖=1 as the marginal distributions of a set of local gradient estimators {�̂�𝑖}𝑁
𝑖=1, the CI 

rule is shown in [68] to provide a consistent estimator when the cross-correlations between the local estimators are unknown. In 
the terminology of [68], consistency is attained when the covariance of the fused estimator is always greater than or equal to the 
covariance of the optimally fused estimator that has access to the correlation information.

Algorithm 1 FBLA-PMG and FBLA-PMGC (executed synchronously at each agent 𝑣𝑖 ∈ ).

1: Initialization 𝜽
(0)
𝑖

, 𝚯(0)
𝑖

, 𝑡𝑖 , 𝜅𝑖 , 𝜎2
𝑖
, and learning rate 𝛽 .

2: for 𝑘 = 0, 1, ⋯ , 𝐾 do

3: Sample trajectory data 𝑖 ≜ (
𝒙
(𝑖)
𝑡

, 𝒖(𝑖)
𝑡

, 𝑟(𝑖)
𝑡

, 𝒙(𝑖)
𝑡+1

)𝑡𝑖

𝑡=0
4: Estimate posterior 𝖰

𝑖
|𝑖 ∼ 𝑓GP(�̂�𝑖, �̂�𝑖

) via (6) or other BPG method

5: Estimate local gradient posterior �̂�𝑖|𝑖; 𝜽(𝑘)
𝑖

∼ 𝑓G

(
�̂�
(𝑘)
𝑖

, �̂�(𝑘)
𝑖

)
(Proposition 1)

6: Local precision matrix initialization 𝚲(0)
𝑖

← 𝑤𝑖𝑁
[
�̂�

(𝑘)
𝑖

]−1
7: Set weights 𝜔(𝑘)

𝑖𝑗
←

(
1 + # in

𝑖,𝑘

)−1
for 𝑗 ∈ {𝑖} ∪ in

𝑖,𝑘
, while 𝜔(𝑘)

𝑖𝑗
← 0 for 𝑗 ∉ {𝑖} ∪ in

𝑖,𝑘

8: for 𝑙 = 0, 1, ⋯ , 𝐿 − 1 do

9: Broadcast 𝚲(𝑙)
𝑖

to the out-neighbors  out
𝑖,𝑘

10: Receive {𝚲(𝑙)
𝑗

}
𝑗∈ in

𝑖,𝑘

from all in-neighbors  in
𝑖,𝑘

11: Precision matrix gossip 𝚲(𝑙+1)
𝑖

← 𝜔
(𝑘)
𝑖𝑖
𝚲(𝑙)

𝑖
+
∑

𝑗∈ in
𝑖,𝑘

𝜔
(𝑘)
𝑖𝑗
𝚲(𝑙)

𝑗

12: end for

13: For FBLA-PMG: Set �̃�
𝑖
←𝚲(𝐿)

𝑖
∀ agents 𝑣𝑖 ∈  .

14: For FBLA-PMGC: max-consensus for precision matrices {𝚲(𝐿)
𝑖

}𝑁

𝑖=1 and obtain {�̃�𝑖

}𝑁

𝑖=1 , with �̃�
𝑖
= �̃�

𝑗
∀ agents 𝑣𝑖, 𝑣𝑗 ∈  and �̃�

𝑖
←max

({
𝚲(𝐿)

𝑗

}𝑁

𝑗=1

)
.

15: Policy gradient update �̃�
𝑖
← 𝜽

(𝑘)
𝑖

+ 𝛽�̃�−1
𝑖
𝚲(0)

𝑖
�̂�
(𝑘)
𝑖

16: Broadcast �̃�
𝑖

to the out-neighbors  out
𝑖,𝑘

17: Receive {�̃�
𝑗

}
𝑗∈ in

𝑖,𝑘

from all in-neighbors  in
𝑖,𝑘

18: Policy gradient gossip 𝜽(𝑘+1)
𝑖

← 𝜔
(𝑘)
𝑖𝑖
�̃�

𝑖
+
∑

𝑗∈ in
𝑖,𝑘

𝜔
(𝑘)
𝑖𝑗
�̃�

𝑗

19: Fused policy covariance 𝚯(𝑘+1)
𝑖

← �̃�−1
𝑖

20: end for

21: Return fused policy mean 𝜽(𝐾)
𝑖

and covariance 𝚯(𝐾)
𝑖

.

The fusion of posterior densities of policy gradients, as given in Proposition 3, can be achieved in a decentralized manner through 
various methods. All agents 𝑣𝑖 ∈  operate synchronously and iterate between: collection of local data by interacting with the 
environment, local estimation of the policy gradient posterior, and inter-agent communications. In addition, different architectures 
arise since the rule of Proposition 3 involves the fusion of both mean vectors and covariance matrices. In Algorithm 1, we propose 
two FBLA variants: FBLA-PMG and FBLA-PMGC.

In both FBLA variants, gossip is first performed across the agents to fuse their local precision matrices (12a) at lines 9-11, followed 
by local updates of the policy gradient at line 15. Finally, a second gossip operation is carried out for the updated policy vectors 
at lines 18. In FBLA with PMC, an additional max-consensus is carried out for the precision matrices at line 14. The max-consensus 
operation additionally ensures that all precision matrices are identical �̃�𝑖 = �̃�𝑗 for all agents 𝑣𝑖, 𝑣𝑗 ∈  . Note that the maximum 
operator across a set of matrices yields the matrix that has the smallest spectral radius for its inverse. Other choices for this operator 
are possible. However, the convention adopted here ensures that the resulting matrix is a valid precision matrix for which the result 
6

in Lemma 3.2 (ii) holds.
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3.3. Theoretical guarantees

In the following, we provide 𝜖-ball guarantees for the distances between the different policy parameters estimated by the agents. 
The following assumptions will be necessary for these guarantees.

A.1) The graph sequence 𝑘 is strongly connected at all times 𝑘 and induces a sequence of row-stochastic mixing matrices  =(
𝛀(𝑘) ∶ 𝑘 = 0, 1, … , 𝐾

)
, where each matrix is ergodic and any finite product of matrices from  (including repetitions) is again 

ergodic. Furthermore, the joint spectral radius of a collection  of matrices will be denoted with 𝜌() (see [69] for more 
details).

A.2) The local gradient covariance matrices are positive definite and bounded away from zero at all times in the following manner

𝜑𝑖 = sup
{‖‖‖[�̂�(𝑘)

𝑖

]−1‖‖‖F ∶ 𝑘 = 1, 2, … 
}

< ∞∀𝑖 ∈ℕ𝑁
1 .

A.3) The local gradient vectors are bounded in norm at all times as

𝜗𝑖 = sup
{‖‖‖[�̂�(𝑘)

𝑖

]−1
�̂�
(𝑘)
𝑖

‖‖‖2 ∶ 𝑘 = 1, 2, … 
}

< ∞∀𝑖 ∈ℕ𝑁
1 .

A.4) The local gradient covariance matrices have bounded spectral radii at all times as

𝛷𝑖 = sup
{

𝜌
(
�̂�

(𝑘)
𝑖

)
∶ 𝑘 = 1, 2, … 

}
< ∞∀𝑖 ∈ℕ𝑁

1 .

The preceding assumptions are in line with those assumed in the decentralized estimation literature. More specifically, assump-

tions on the communication graph, such as Assumption A.1), are common to many gossip-based architectures, e.g., [31,69,70], 
whereas the condition of bounded local vectors of Assumption A.3) is typical for 𝜖-ball guarantees, e.g., [42]. Here, similar condi-

tions for the local covariance matrices are also required. This takes the form of Assumption A.4), while Assumption A.2) additionally 
imposes the non-singularity of these matrices, as required by the fusion criterion.

The following lemmas provide various bounds on the distances between the local estimates of the architectures in Algorithm 1. 
The proofs are found in the appendices.

Lemma 3.1. Under assumptions A.1)-A.2), at any time step 𝑘, and after 𝐿 gossip steps the precision matrices 𝚲(𝐿)
𝑖

, for all agents 𝑣𝑖 ∈  , 
are within a constant distance from their average value, i.e.,

‖‖‖𝚲(𝐿)
𝑖

− �̄�‖‖‖F ⩽ 𝐶𝑁𝜑𝑞𝐿 (13)

where �̄� ≜ 1
𝑁

∑𝑁

𝑖=1𝚲
(𝐿)
𝑖

, 𝜑 =max
(
{
√

𝑤𝑖𝜑𝑖}𝑁
𝑖=1

)
, while 𝑞 > 𝜌(), and 𝐶 is a constant.

Lemma 3.2. The following provide bounds for the spectral radii of the matrices 
{[
𝚲(𝐿)

𝑖

]−1}
𝑖

and those of the matrices 
{
�̃�−1

𝑖

}
𝑖
.

(i) Assuming A.4) and after 𝐿 iterations, the spectral radius of the covariance matrix 
[
𝚲(𝐿)

𝑖

]−1
is upper bounded by the maximum of the 

radii of the local precision matrices, i.e., 𝜌
([
𝚲(𝐿)

𝑖

]−1) ⩽ 𝑁−1𝜚 where 𝜚 ≜max
(
{𝑤−1

𝑖
𝛷𝑖}𝑁

𝑖=1
)
∀𝑘 and for any node 𝑣𝑖 ∈  .

(ii) For FBLA with PMC, assuming A.4) and after diam(𝑘) iterations of max consensus for matrices, the maximum of the spectral radius of 
�̃�−1

𝑖
is also bounded as 𝜌

(
�̃�−1

𝑖

)
⩽ 𝑁−1𝜚 for any node 𝑣𝑖 ∈  .

Theorem 3.3. (𝜖-ball for FBLA-PMG and FBLA-PMGC) Under assumptions A.1)-A.4), at any time step 𝑘, and for the FBLA-PMG, the 
fused mean vector and covariance matrix of each agent 𝑣𝑖 ∈  are contained within an 𝜖-ball from their respective average values across all 
agents, i.e.,

‖‖‖𝜽(𝑘)𝑖
− �̄�

(𝑘)‖‖‖2 ⩽ 𝛽𝐶
𝜚𝜗

1 − 𝑞
(14)

‖‖‖𝚯(𝑘)
𝑖

− �̄�(𝑘)‖‖‖2 ⩽ 2𝜑𝜚2𝐶𝑁−1𝑞𝐿 (15)

where 𝜗 =max
(
{
√

𝑤𝑖𝜗𝑖}𝑁
𝑖=1

)
is a constant, the average mean vector is defined as �̄�(𝑘) ≜ 1

𝑁

∑𝑁

𝑖=1 𝜽
(𝑘)
𝑖

, and the average covariance matrix is 
defined as �̄�(𝑘) ≜ 1

𝑁

∑𝑁

𝑖=1𝚯
(𝑘)
𝑖

.

The 𝜖-ball result for the mean vectors in (14) applies to the FBLA-PMGC as well, whereas covariance matrices are identical across all 
agents by construction.

4. Numerical experimentation

We consider a sensor activation problem similar to that presented in [48]. A grid of 𝑆 = 49 equidistantly-spaced sensors is 
employed to track a single appearing and disappearing object. The upper panel of Fig. 1 showcases the sensor grid and one instance 
of the object trajectory. Note the times of birth and death of the object as shown in the lower panel of Fig. 1. The object is modeled 
7

via a Bernoulli random finite set [71]. The object evolves in a 2D space with a state vector given by 𝒙 = [𝑝𝑥, 𝑝𝑦, �̇�𝑥, �̇�𝑦]⊤, where 
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Fig. 1. Sensor grid and one example of the object trajectory (upper panel). Cardinality of the object set, showcasing the times of appearance, disappearance, and 
reappearance of the object (lower panel).

(𝑝𝑥, 𝑝𝑦) and (�̇�𝑥, �̇�𝑦) represent its coordinates and velocities along the two axes. The object dynamics are governed by a white-noise 
acceleration model [72, Ch. 6.3.2].

The sensors are providing noisy distance measurements between their positions and the object position. However, the sensors 
are further affected by miss-detections and false-alarm measurements–also called clutter. A sensor 𝑠 ∈ ℕ𝑆

1 detects the object with 
probability 𝑃D

𝑠
∈ (0, 1) and generates an object-originated measurement. Independently of the object, at each time step and for each 

sensor 𝑠, a number of clutter measurements are generated according to a Poisson point process. The number of clutter measurements 
(or points) is Poisson distributed with rate 𝜆𝐹𝐴

𝑠
. Conditionally on the number of clutter points, their measurement values are uni-

formly distributed in the measurement (i.e., range) space of the sensor. Given a set of sensor measurements, a corresponding filtering 
algorithm is employed to estimate a posterior probability of existence and the posterior spatial density for the object as in [73]. In the 
scenario considered here, we consider a limited number (e.g., 10) of high-quality sensors with parameters 𝑃D

𝑠
= 0.9 and measurement 

noise standard deviation of 10 m; whereas the others have a probability of detection of 𝑃D
𝑠
= 0.5 and measurement noise standard 

deviation of 150 m. The false-alarm rate is identical across all sensors with a value 𝜆F𝐴
𝑠

= 1 per time sample.

4.1. Sensor activation POMDP

This section describes the problem of determining an optimal sensor activation policy, i.e., a rule for determining which sensors to 
activate based on the current estimates of the object state. This problem is modeled as a partially observed Markov decision process 
(POMDP) (see [53] for more details) since the true object state is not directly observed by the sensors. Thus, an information-space 
(or belief-space) reformulation is employed, in order to transform the POMDP into an MDP on an appropriately defined information 
state vector 𝒊. Formally, the notation for the state vector 𝒙 is replaced with 𝒊 throughout this section.

The information-space MDP that incorporates the available information at time sample 𝑡 for the decision problem is composed of:

•  ⊂ ℝ2𝑛+1 is the set of information state vectors 𝒊𝑡 which are constructed as 𝒊𝑡 =
[
𝑟𝑡|𝑡−1, 𝒎⊤

𝑡|𝑡−1, diag
(
𝑷 𝑡|𝑡−1)⊤]⊤

from the predicted 
probability of existence 𝑟𝑡|𝑡−1, the predicted mean 𝒎𝑡|𝑡−1 ∈ℝ𝑛 and diagonal of the predicted covariance 𝑷 𝑡|𝑡−1 ∈ℝ𝑛×𝑛 as obtained 
by the Bernoulli filter [73],

•  ⊆ ℝ𝑆 is the set of admissible actions 𝒖𝑡 = [𝑢1,𝑡, 𝑢2,𝑡, … , 𝑢𝑆,𝑡]⊤, i.e., vectors of unnormalized log-probabilities 𝑢𝑠,𝑡 ∈ℝ ∀𝑠,

• 𝑓 (⋅|𝒊𝑡−1, 𝒖𝑡−1) is the transition kernel of the information state 𝗶𝑡 given the previous state and action,

• ℎ(⋅|𝒊𝑡, 𝒖𝑡) is the distribution of the instantaneous reward, here the Cauchy-Schwartz information gain for Bernoulli tacking (see 
[9]),

• 𝜋(⋅|𝒊𝑡; 𝜽) is the conditional probability density of the action 𝘂𝑡 given the current information state 𝒊𝑡 and is parameterized via 
𝜽 ∈ℝ𝑑 ,

• 𝛾 ∈ [0, 1) is the reward discount factor (here 𝛾 = 0.99).

Note that the information-space formulation for Bernoulli tracking, i.e., the construction of the information state vector 𝒊𝑡, is 
8

borrowed from [48]. However in [48], no multi-agent learning is considered and the control policy is given by a specific multi-Beta 
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𝑣1 𝑣2 𝑣3 𝑣4 𝑣5

Fig. 2. Communication graph for the 𝑁 = 5 learning agents.

Fig. 3. Cumulative reward as a function of learning iteration across all agents. Both median and confidence interval (first and third quartiles) are reported over 60
independent simulations for both the proposed FBLA-PMG and the A-fusion architecture.

distribution form which sensor activation probabilities are sampled. Furthermore in [48], imposing a constraint on the average 
number of sensors that can be active at any given time involves an additional optimization step, which is avoided in the policy 
formulation presented next.

In contrast to [48], here, the control policy is given by the normal distribution

𝜋(𝒖|𝒊;𝜽) = 𝑆∏
𝑠=1

𝑓G(𝑢𝑠;𝜑𝑠(𝒊;𝜃𝑠), 𝜎2
𝜋
) (16)

where 𝜽 ≜ [𝜃1, 𝜃2, … , 𝜃𝑆 ]⊤ ∈ ℝ𝑆 is the vector of policy parameters (for the case here 𝑑 = 𝑆). Equivalently stated, given 𝒊 and 𝜽, 
the action (or control) of each sensor 𝑠 is a Gaussian random variable 𝗎𝑠 ∈ ℝ with mean 𝜑𝑠(𝒊; 𝜃𝑠) and variance 𝜎2

𝜋
= 1. An instance 

𝑢𝑠 of 𝗎𝑠 represents an unnormalized log-probability and determines the probability 𝑝𝑠 of choosing (i.e., activating) sensor 𝑠 ∈ ℕ𝑆
1

at a given time. More specifically, the vector of sensor activation probabilities 𝒑 = [𝑝1, 𝑝2, … , 𝑝𝑆 ]⊤ is obtained from the vector of 
unnormalized log-probabilities 𝒖 = [𝑢1, 𝑢2, … , 𝑢𝑆 ]⊤ via the softmax function, i.e., 𝑝𝑠 =

exp(𝑢𝑠)∑𝑆
𝑗=1 exp(𝑢𝑗 )

∀𝑠. Note that while 𝑢𝑠 ∈ℝ ∀𝑠, the 

activation probabilities lie in the unit simplex, i.e., 𝑝𝑠 ∈ (0, 1] and 
∑𝑆

𝑗=1 𝑝𝑗 = 1. For a given control vector 𝒖 (and implicitly 𝒑), the 
collection of active sensors is determined by sampling 𝑀 times (here 𝑀 = 3) without replacement from a categorical distribution 
over the indices 1, 2, ⋯ , 𝑆 and with probabilities given by 𝒑.

Furthermore, the mean unnormalized log-probability for sensor 𝑠 is

𝜑𝑠(𝒊;𝜃𝑠) =
𝜃𝑠𝜙𝑠(𝒊)
1 +𝜙𝑠(𝒊)

(17)

where 𝜙𝑠(𝒊) quantifies the ability of the sensor to observe a Bernoulli object characterized by the information vector 𝒊 (for an exact 
expression see eq. (7) from [48]).

4.2. Multi-agent learning setup

A number of 𝑁 = 5 learning agents are employed to train the sensor-activation policy of (16). The agents are arranged in a ring 
communication network as depicted in Fig. 2. The first three agents use an online-version of the BAC learning algorithm of [47], 
with the following kernel covariance functions 𝜅x: exponential for agent 𝑣1, rational quadratic of order 𝑣2 for agent 2, and Matérn 
for agent 𝑣3 (see [49, Ch. 4.2.2]). Agents 𝑣4 and 𝑣5 employ the vector-model BPG algorithm of [47]. The learning noise standard 
deviations are set to 𝜎1 = 1 and 𝜎𝑖 = 20 for 𝑖 ∈ ℕ5

2. Per learning iteration, all agents simulate the Bernoulli target tracking problem 
in 10 independent episodes of 100 time samples each. Subsequently, several fusion architectures are employed to merge the local 
policy gradient posterior estimates of these heterogeneous learning agents.

We compare the proposed FBLA-PMG, FBLA-PMGC, and an average-fusion (A-fusion) architecture in which the mean and covari-

ance matrices of the policy gradients are averaged via gossiping. The same number 𝐿 = 5 of gossip iterations is employed for all 
algorithms. The cumulative reward achieved at each agent is showcased in Fig. 3 for the FBLA-PMG and the A-fusion architecture. 
The second quartile (median) and inter-quartile (first-third quartile) interval is reported over 60 independent simulations. Note the 
9

faster learning rate with a smaller inter-quartile range of the FBLA-PMG as compared to the A-fusion architecture. Similar results 
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Fig. 4. Comparison of cumulative reward achieved at agent 5 for the three architectures: FBLA-PMG, FBLA-PMGC, and A-fusion. Both median and confidence interval 
(first and third quartiles) are reported over 60 independent simulations.

Fig. 5. Mean OSPA error achieved by Bernoulli filtering with the sensor-selection parameters learned via FBLA-PMG and the reference A-fusion architecture. Error 
curves are averaged over 100 independent simulations.

were observed for the FBLA-PMGC. This can be more easily seen in Fig. 4, where the same cumulative reward is reported for all 
three architectures: FBLA-PMG, FBLA-PMGC, and the A-fusion architecture. The addition of the PMC operation only seems to slightly 
reduce the variability of FBLA learning, i.e., improved stability, but the overall effect is marginal on the cumulative reward. However, 
the improvement over the A-fusion architecture is significant. This is attributed to the higher-order information that is employed in 
the fusion process of the FBLA. As it can be seen from Proposition 3, the estimated covariance of the local policy gradient vector acts 
as a weight on the mean vector estimate of that same policy gradient. This ensures a robust fusion procedure in which more noisy 
policy parameters are weighted accordingly.

We assess the tracking performance achieved when using the learned policy parameters of the FBLA-PMG and the A-fusion 
architecture in Fig. 5. More specifically, the multi-sensor Bernoulli filter of [73] is employed in conjunction with the sensor activation 
policy of Sec. 4.1. The parameters 𝜽 of the policy are set to either the values learned via FBLA-PMG or the A-fusion architecture. The 
multi-sensor Bernoulli filter produces an estimated object set–the set is either empty or contains a single vector estimate of the object 
state vector. In order to quantify errors in estimating a set, we employ the optimum subpattern assignment (OSPA) distance [74]

which incorporates errors in both the cardinality (i.e., estimated number of objects) and the elements in the set (i.e., estimated state 
of the objects). The resulting OSPA errors for the two fusion architectures are showcased in Fig. 5 as a function of the time sample. 
The OSPA error curves are averaged over 100 independent simulations. Observe the lower OSPA error obtained when using the 
policy parameters learned by the proposed FBLA-PMG. Similar error results are obtainable when using the policy parameters learned 
via the FBLA-PMGC.

The theoretical 𝜖-ball results of Sec. 3.3 are assessed numerically in Fig. 6. We assess both the deviation of mean vectors and 
of covariance matrices from their respective average values computed across the 𝑁 = 5 agents. The vector 𝐿2 norm and matrix 𝐿2

norm are used to measure the respective distances. From Fig. 6 we observe the stability (i.e., no increasing trend) of the learned 
policy mean vectors across all agents and for both variants of FBLA. Furthermore, in general a decreasing trend is observed for the 
learned covariance matrices. The exception is agent 𝑣5 with FBLA without PMC learning, in which case the fluctuations are much 
smaller than those recorded at the other agents. These numerical results support the bounding results of Sec. 3.3. Comparing the 
two variants of FBLA, the PMC operation is shown to numerically reduce the distances between the learned parameters across the 
10

different agents.
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Fig. 6. 𝜖-ball results for FBLA-PMG (upper row) and FBLA-PMGC (lower row). The panel showcase the distances in 𝐿2 norm from the policy parameters at some agent 
and their corresponding average value for each learning iteration. Each panel has a double 𝑦-axis plot with the corresponding 𝐿2-norm distance for the mean vector 
on the left axis and 𝐿2-norm distance for the covariance matrix on the right axis.

5. Conclusion

In this work we introduced two decentralized fusion architectures of BPG learners. The proposed architectures robustly fuse 
the entire posterior information contained in the local posterior estimates and thus incorporate uncertainty on the locally-learned 
parameters. The fusion criterion finds the barycenter of all local posterior densities by minimizing a weighted KLD. This leads to 
a fusion procedure that is capable of fusing heterogeneous learners, i.e., learners that implement the same policy but may employ 
different procedures to obtain an estimate of the policy gradient. Examples of such learners are the BPG and BAC with various critic 
structures. Furthermore, 𝜖-ball theoretical guarantees are given for the decentralized fusion architectures, that bound the differences 
of the first and second order moments of the locally fused policies across the different agents.
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Appendix A. Proof of Lemma 3.1

By use of the vectorization operator vect(⋅), we define the column vectors 𝒕(𝑙)
𝑖

= vect(𝚲(𝑙)
𝑖
) for any inner-iteration index 𝑙 ∈ ℕ𝐿

0 and 
agent 𝑣𝑖 ∈  . The corresponding concatenated matrices are defined as 𝑻 (𝑙) = [𝒕(𝑙)1 , 𝒕(𝑙)2 , ⋯ , 𝒕(𝑙)

𝑁
]⊤ ∀𝑙 ∈ℕ𝐿

0 .

Also let 𝛀(𝑘) be the mixing matrix formed of the gossip weights [𝛀(𝑘)]𝑖𝑗 = 𝜔𝑖𝑗 . After 𝐿 gossiping steps, the precision matrices 
become 𝑻 (𝐿) =

[
𝛀(𝑘)]𝐿𝑻 (0). The mixing matrix 𝛀(𝑘) is row stochastic (Ass. A.1)), thus its largest eigenvalue is one with corresponding 

eigenvector in the span of {𝟏𝑁}. Similar to [42,69], let the matrix 𝑸 ∈ ℝ(𝑁−1)×𝑁 define an orthogonal projection onto the space 
orthogonal to the span of {𝟏𝑁}. Each mixing matrix 𝛀(𝑘) has a corresponding and unique matrix 𝚿(𝑘) ∈ ℝ(𝑁−1)×(𝑁−1) such that 
11

𝑸𝛀(𝑘) = 𝚿(𝑘)𝑸. Let ′ be the set of all matrices 𝚿(𝑘). Furthermore, as noted in [69], the projection matrix 𝑸 has the following 
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properties: 𝑸𝟏𝑁 = 𝟎𝑁−1 and ‖𝑸𝒙‖2 = ‖𝒙‖2 when 𝒙⊤𝟏𝑁 = 0. Let �̄�(𝐿) ≜ 1
𝑁

∑𝑁

𝑖=1 𝒕
(𝐿)
𝑖

and �̄� (𝐿) ≜ (
�̄�
(𝐿))⊤

⊗ 𝟏𝑁 . Note that the projection 
𝑸 eliminates one multiplicity of the unit eigenvalue from the spectrum of the mixing matrix 𝛀(𝑘). Since 

(
𝑻 (𝐿) − �̄�

(𝐿))⊤𝟏𝑁 = 𝟎𝑑2 , we 
have

‖‖‖𝑻 (𝐿) − �̄�
(𝐿)‖‖‖2 = ‖‖‖𝑸𝑻 (𝐿) −𝑸�̄�

(𝐿)‖‖‖2
= ‖‖‖[𝚿(𝑘)]𝐿𝑻 (0)‖‖‖2
⩽ 𝐶𝑞𝐿‖‖‖𝑻 (0)‖‖‖2

where 𝑞 > 𝜌(′) and 𝐶 ∈ Θ(1) potentially depends on 𝑞 but not on 𝐿 [69]. The ergodicity assumption (Ass. A.1)) [70] ensures that 
𝑞 < 1. From the facts that ‖‖‖[�̂�(𝑘)

𝑖

]−1‖‖‖F ⩽ 𝜑𝑖 and ‖‖‖𝑻 (0)‖‖‖22 ⩽ 𝜑2𝑁2 with 𝜑 =max
(
{
√

𝑤𝑖𝜑𝑖}𝑁
𝑖=1

)
, we obtain the bounds

‖‖‖𝒕(𝐿)
𝑖

− �̄�
(𝐿)‖‖‖2 ⩽ ‖‖‖𝑻 (𝐿) − �̄�

(𝐿)‖‖‖2 ⩽ 𝐶𝑁𝜑𝑞𝐿

for all agents 𝑣𝑖 ∈  . The first inequality follows since the 𝐿2 norm of any row of a matrix is upper bounded by the induced matrix 
norm. This proves the claim in (13).

Appendix B. Proof of Lemma 3.2

Claim (i). Let the time index 𝑘 be fixed. Note that Assumption A.2) guarantees the positive definiteness of the matrices 
{
�̂�

(𝑘)
𝑖

}𝑁

𝑖=1. 
It follows that the matrices 

{
𝚲(𝑙)

𝑖

}𝑁

𝑖=1 are also positive definite for all iterations 𝑙 = 0, 1, ⋯ , 𝐿. Subsequently, the matrices 
{
𝚯(𝑘+1)

𝑖

}𝑁

𝑖=1
are also positive definite. The largest eigenvalue of the symmetric and real matrix 𝚲−(𝑙)

𝑖
≜ [

𝚲(𝑙)
𝑖

]−1
, with 𝑙 ∈ ℕ𝐿

1 , according to the 
Courant–Fischer theorem [75, Ch. III.1], is given by

𝜌(𝚲−(𝑙)
𝑖

) = max
𝒙≠𝟎

𝒙⊤
[
𝚲(𝑙)

𝑖

]−1
𝒙

𝒙⊤𝒙

⩽max
𝒙≠𝟎

𝑁∑
𝑗=1

𝜔𝑖𝑗

𝒙⊤
[
𝚲(𝑙−1)

𝑗

]−1
𝒙

𝒙⊤𝒙

⩽
𝑁∑

𝑗=1
𝜔𝑖𝑗𝜌

(
𝚲−(𝑙−1)

𝑗

)
⩽max

{
𝜌
(
𝚲−(𝑙−1)

𝑗

)
∶ 𝑗 = 1,2,… ,𝑁

}
where the first inequality follows from the arithmetic-mean-harmonic-mean inequality [76] applied to the symmetric matrices {
𝚲−(𝑙−1)

𝑗

}
𝑗
.

Proceeding in a decreasing order from 𝑙 = 𝐿 to 𝑙 = 1, we obtain 𝜌
(
𝚯(𝑘+1)

𝑖

)
⩽ max

{
𝜌
(
𝚲−(0)

𝑗

)
∶ 𝑗 = ℕ𝑁

1
}

for all 𝑖 ∈ ℕ𝑁
1 . From 

assumption A.4) and since 𝜌
(
𝚲−(0)

𝑗

)
= 𝑁−1𝑤−1

𝑗
𝜌
(
�̂�

(𝑘)
𝑗

)
, we obtain the bound

𝜌(𝚯(𝑘+1)
𝑖

) ⩽ 𝑁−1 max
(
{𝑤−1

𝑗
𝛷𝑗 ∶ 𝑗 ∈ ℕ𝑁

1 }
)

for all 𝑖 ∈ ℕ𝑁
1 . Since 𝑘 was arbitrarily fixed, the result holds for any time.

Claim (ii). The claim directly follows from the previous result.

Appendix C. Proof of Theorem 3.3

Let us denote the vectors 𝝊(𝑘)
𝑖

≜ [
𝚲(𝐿)

𝑖

]−1𝚲(0)
𝑖
�̂�
(𝑘)
𝑖

∀𝑖 ∈ ℕ𝑁
1 and note that ‖𝝊(𝑘)

𝑖
‖2 ⩽ 𝑤𝑖𝜚𝜗𝑖 from Assumption A.3) and the re-

sult in Lemma 3.2 (i). Subsequently, we introduce the matrix 𝚼(𝑘) = [𝝊(𝑘)1 , 𝝊(𝑘)2 , ⋯ , 𝝊(𝑘)
𝑁
]⊤ and note that ‖𝚼(𝑘)‖2 ⩽ 𝜗𝜚, where 

𝜗 =max({
√

𝑤𝑖𝜗𝑖}𝑁
𝑖=1). Furthermore, let 𝑽 (𝑘) = [𝜽(𝑘)1 , 𝜽(𝑘)2 , ⋯ , 𝜽(𝑘)

𝑁
]⊤.

Combining lines 15 and 18 from Algorithm 1, the policy gradient update equation for all agents becomes

𝑽 (𝑘+1) =𝛀(𝑘)
[
𝑽 (𝑘) + 𝛽𝚼(𝑘)

]

=
[ 𝑘∏

𝑡=0
𝛀(𝑡)

]
𝑽 (0) + 𝛽

𝑘∑
𝑠=0

[ 𝑘∏
𝑡=𝑠

𝛀(𝑡)
]
𝚼(𝑠) .

Let �̄�(𝑘) ≜ 1
𝑁

∑𝑁

𝑖=1 𝜽
(𝑘)
𝑖

and �̄� (𝑘) ≜ (
�̄�
(𝑘))⊤

⊗𝟏𝑁 . Assuming the initial parameter vectors to be identical across all nodes, i.e., 𝜽(0)
𝑖

= 𝜽
(0)
𝑗

12

∀ 𝑣𝑖, 𝑣𝑗 ∈  , proceeding in a similar manner to the proof in App. A, we obtain
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‖‖‖𝑽 (𝑘+1) − �̄�
(𝑘+1)‖‖‖2 = ‖‖‖𝑸𝑽 (𝑘+1) −𝑸𝑉 (𝑘+1)‖‖‖2

⩽ 𝛽𝐶

𝑘∑
𝑠=0

𝑞𝑘+1−𝑠‖𝚼(𝑠)‖2
⩽ 𝛽𝐶

𝜗𝜚

1 − 𝑞
. (C.1)

Furthermore, considering that 𝚯(𝑘)
𝑖

is a covariance matrix, the following 𝜖-ball result holds for the local covariance matrix 
estimates as

‖‖‖𝚯(𝑘)
𝑖

− �̄�(𝑘)‖‖‖2 ⩽ 1
𝑁

𝑁∑
𝑗=1

‖‖‖𝚯(𝑘)
𝑖

−𝚯(𝑘)
𝑗

‖‖‖2
⩽ 1

𝑁

𝑁∑
𝑗=1

𝜌
(
𝚯(𝑘)

𝑖

)
𝜌
(
𝚯(𝑘)

𝑗

)‖‖‖𝚲(𝐿)
𝑗

−𝚲(𝐿)
𝑖

‖‖‖2
⩽ 2𝜑𝜚2𝐶𝑁−1𝑞𝐿 (C.2)

where the triangle inequality was employed first, followed by the fact that the matrices 
{
𝚯(𝑘)

𝑖

}𝑁

𝑖=1 are symmetric and positive definite, 
and from the application of Lemmas 3.1 and 3.2.
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