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Abstract— As a means to provide ubiquitous connectivity
across the ground-air-space 3D network, low Earth orbit (LEO)
satellite mega-constellation systems comprising thousands of
LEO satellites have attracted significant interest from both
academia and industry recently. One major issue of LEO mega-
constellation systems is the frequent handovers between satellites
and beams, causing an increase in communication latency and
deterioration of quality of service (QoS). In this paper, we propose
a user-centric cooperative communication framework for next
generation (xG) LEO satellite mega-constellation systems. In the
proposed framework, a group of LEO satellites simultaneously
serve all the user equipments (UEs) using the same timefre-
quency resources. By dynamically organizing the clusters of
serving satellites and coordinating their joint transmission based
on statistical channel state information (CSI), the handover
frequency and inter-satellite interference can be reduced effec-
tively, thereby achieving significant enhancements in the spectral
efficiency and coverage probability. From the achievable rate
analysis and extensive simulations on realistic xG LEO satellite
communication environments, we show that the proposed scheme
substantially improves the spectral efficiency and coverage over
the conventional beam-centric systems.

Index Terms— Cell-free systems, LEO satellite communica-
tions, satellite clustering, joint transmission, statistical CSI.

I. INTRODUCTION

NEXT GENERATION (XG) wireless systems are expected
to provide ubiquitous global connectivity, even for

remote and challenging regions such as deserts, mountains,
rural areas, and oceans [1], [2], [3], [4]. As a means to
achieve this relentless goal, non-terrestrial networks (NTN)
that include satellites in low Earth orbit (LEO), medium Earth
orbit (MEO), and geosynchronous equatorial orbit (GEO),
have gained much attention recently [5], [6], [7], [8], [9], and
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[10]. Since satellites can be deployed in orbits covering any
location on Earth, NTN can provide pervasive and reliable
connectivity across the ground-air-space 3D space. Among
these, there has been a tremendous interest in LEO satellite
communications within both industry and academia due to the
reduced latency, enhanced signal quality, low cost, and flexible
deployment [11], [12].

One major bottleneck of LEO satellite communications
is that LEO satellites can cover only a small portion of
the Earth’s surface for a brief duration since they operate
at relatively low altitudes (500-2,000 km) and move rapidly
across the orbit [13]. For example, while the GEO satellite
can cover one-third of the Earth’s surface, the coverage (i.e.,
footprint) radius of the LEO satellite is 600 km. To broaden the
coverage of LEO satellites, satellite constellation systems with
hundreds or thousands of satellites are commonly used [14],
[15]. By densely deploying LEO satellites, the coverage and
system capacity can be improved substantially. In fact, for
the provision of worldwide broadband services, many LEO
satellite companies (e.g., Starlink, OneWeb, and Kuiper) are
developing satellite mega-constellation systems comprising a
massive number (more than 10,000) of satellites. For example,
Starlink has already launched 5,500 satellites and anticipates
expanding the number of satellites to 12,000 by the mid-2020s.

A. Prior Works

In the satellite mega-constellation systems, to provide
communication services to the terrestrial and aerial user equip-
ments (UEs), a beam-centric approach that exploits highly
focused beams aimed at specific terrestrial regions (i.e., spot
beams) has been widely used (see Fig. 1a) [16]. In this
approach, each satellite sends multiple spot beams directed
toward distinct areas and then the UE connects to the spot
beam maximizing the received signal power. For instance,
Starlink’s LEO satellites are equipped with 4 phased array
antennas, which generate 48 distinct spot beams. In accor-
dance with this trend, various beam-centric communication
frameworks have been proposed recently [17], [18], [19], [20],
and [21]. In [17], a hybrid wide-spot beam coverage scheme
that uses a combination of wide and spot beams has been
proposed. In [18], a spot beam position optimization technique
for LEO beam-hopping systems has been proposed. In [19],
an approach to dynamically allocate spot beams according to
the UE distribution has been proposed. In [20], a downlink per-
formance of multi-beam systems has been analyzed. In [21],
a dynamic beam pattern selection and user scheduling tech-
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Fig. 1. Comparison between (a) the conventional beam-centric systems and (b) the proposed CF-mNTN.

nique has been proposed. Also, advanced precoding techniques
have been investigated in [22], [23], [24], [25], [26], [27], and
[28]. Specifically, in [22], beam pattern design and bandwidth
allocation algorithms based on deep reinforcement learning
(DRL) technique have been proposed. In [23], [24], and
[25], hybrid analog-digital precoding techniques for massive
multiple-input multiple-output (MIMO) satellite communica-
tion systems have been proposed. In [26], [27], and [28],
joint precoding techniques for integrated satellite-terrestrial
networks (ISTN) have been proposed. In addition to the single-
satellite precoding techniques, a multi-satellite transmission
framework has been proposed in [29], [30], and [31]. In [29],
a distributed MIMO technique for LEO satellite networks has
been proposed. In [30], a cooperative hybrid beamforming and
user scheduling algorithm has been proposed. Also, in [31],
a coverage analysis of the cooperative transmission scheme
has been conducted.

A major issue of the conventional beam-centric approach is
the frequent handovers between the spot beams (i.e., inter-
beam handover) and between satellites (i.e., inter-satellite
handover) [32], [33]. This arises from the facts that a UE
is connected to only one spot beam at a time and the beam
coverage area changes rapidly due to the high orbital speed of
satellites. For example, in the Iridium systems, the coverage
radius of a spot beam is 400 km and the orbital speed of
LEO satellites is around 7.6 km/s, meaning that the inter-beam
handover occurs every 52 seconds. Such frequent handovers
will not only increase communication latency but also degrade
throughput. This issue is even more serious in satellite mega-
constellation systems, which comprise thousands of LEO
satellites [15]. Another critical issue with the conventional
beam-centric approach is the significant performance degrada-
tion of the UEs located at the footprint boundaries [34]. These
cell-edge UEs suffer from reduced signal strength as well
as the interferences from adjacent beams and satellites. The
number of cell-edge UEs is expected to grow even larger in
satellite mega-constellation systems due to the large numbers
of spot beams and satellites. One exception is the multi-
satellite transmission scheme in [29], [30], and [31]. While
these schemes can reduce the satellite handover frequency,
they rely heavily on the instantaneous channel state informa-
tion (CSI), which is difficult to acquire in practice due to the
large propagation delays and high mobility of LEO satellites.

The fundamental questions related to the LEO satel-
lite mega-constellation systems are: 1) how to ensure

seamless connectivity while reducing handover frequency;
and 2) how to provide uniformly good quality of ser-
vice (QoS) to all UEs? The answers to these questions
will not only decrease handover occurrences and enhance
QoS but also realize hyper-connected ground-air-space net-
work. This, in turn, will bring to fruition immersive xG
Internet-of-Things (IoT) applications such as urban air
mobility (UAM), factory of the future (FoF), robotics,
and maritime transportation system (MTS).

B. Our Contributions

The aim of this paper is to propose a user-centric
cooperative communication framework for LEO satellite
mega-constellation systems. When compared to conventional
beam-centric systems where a single satellite serves only
the UEs within its footprint using the regional spot beams,
in the proposed cell-free massive non-terrestrial networks
(CF-mNTN), a group of LEO satellites simultaneously serve
all the UEs through joint transmission (see Fig. 1b). Since
the associations between LEO satellites and UEs are not
strictly limited by the regional footprint, a notion of footprint
boundary is unnecessary in CF-mNTN. Also, by dynami-
cally adjusting the satellite-UE associations and the power
weights between LEO satellites and UEs according to the
wireless environments, CF-mNTN can effectively control
inter-satellite interferences, thereby enhancing spectral effi-
ciency and coverage.

An intriguing feature of CF-mNTN is that it utilizes only the
statistical CSI, such as angles and path loss, for the downlink
precoding/decoding and power allocation. Since the statistical
CSI changes at a much slower rate compared to the instanta-
neous CSI, the use of statistical CSI not only facilitates reliable
channel acquisition but also significantly reduces the backhaul
overhead since only the statistical CSI is shared among the
satellites. From the achievable rate analysis, we demonstrate
that the achievable rate of the proposed CF-mNTN is higher
than that of the conventional cooperative transmission scheme
relying on the instantaneous CSI (i.e., cell-free massive MIMO
(CF-mMIMO) system). Also, from the extensive simulations
on the realistic xG LEO satellite communication environ-
ments, we show that CF-mNTN substantially improves the
spectral efficiency over the conventional beam-centric sys-
tems, particularly for the UEs in the boundaries of satellite
footprints.
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The key contributions of this paper can be summarized as
follows:
• we develop a user-centric cooperative communication

framework called CF-mNTN for xG LEO satellite mega-
constellation systems;

• we propose a statistical CSI-based data transmis-
sion/reception technique and joint satellite clustering and
power allocation algorithm; and

• we demonstrate from the achievable rate analysis and
extensive simulations that CF-mNTN is very effective in
improving the spectral efficiency and coverage.

The rest of this article is organized as in the following.
Section II presents the LEO satellite mega-constellation sys-
tems and reviews the conventional CF-mMIMO systems and
beam-centric systems. Sections III and IV explain the com-
munication protocols of CF-mNTN and user-centric satellite
clustering and power allocation algorithm. Section V presents
the achievable rate analysis of CF-mNTN. Section VI presents
the simulation results. Section VII concludes the paper.

Notations: Random variables are displayed in sans serif,
upright fonts; their realizations in serif, italic fonts. Vectors and
matrices are denoted by bold lowercase and uppercase letters,
respectively. For example, a random variable and its realization
are denoted by x and x for scalars, x and x for vectors, and
X and X for matrices. Sets and random sets are denoted
by upright sans serif and calligraphic font, respectively. For
example, a random set and its realization are denoted by X
and X , respectively. The expectation and variance of a random
vector x are denoted by E{x} and V{x}, respectively. The
covariance between two random vectors x and y is denoted by
Cov{x, y}. The m-by-n matrix of zeros is denoted by 0m×n;
when n = 1, the m-dimensional vector of zeros is simply
denoted by 0m. The m-by-m identity matrix is denoted by
Im. The operators tr(x), ∥x∥2, and ∥X∥F denote the trace,
the Euclidean norm, and the Frobenius norm, respectively. The
operation ⊗ denotes the Kronecker product. The transpose,
conjugate, and conjugate transpose of X are denoted by (·)T,
(·)∗, and (·)H, respectively. The real and imaginary parts of a
complex number are denoted by ℜ{·} and ℑ{·}, respectively.
The notation diag(·) represents a diagonal matrix with the
arguments being its diagonal elements.

II. LEO SATELLITE MEGA-CONSTELLATION SYSTEMS

In this section, we present the LEO satellite mega-
constellation systems and then review the conventional
beam-centric systems and the CF-mMIMO system that per-
forms the joint transmission based on the instantaneous CSI.

A. LEO Satellite Mega-Constellation System Model

We consider a LEO satellite mega-constellation system
where L LEO satellites equipped with N = Nh × Nv

uniform planar array (UPA) antennas cooperatively serve K
UEs equipped with a single antenna using the same time-
frequency resources. The sets of LEO satellites and UEs
are denoted as L = {1, 2, . . . , L} and K = {1, 2, . . . ,K},
respectively. Also, the set of LEO satellites serving the kth
UE is denoted as Lk ⊆ L and the set of UEs associated with

the lth LEO satellite is given by Kl = {k ∈ K | l ∈ Lk} ⊆ K.
The LEO satellites are connected to the central node (e.g.,
MEO or GEO satellites) via an optical backhaul to share
satellite and UE positions, statistical CSI, power weights,
transmit data, and synchronization and control signal.1 The 3D
position vectors of the lth LEO satellite and the kth UE are
psat

l = [ psat
l,x psat

l,y psat
l,z ]T and pue

k = [ pue
k,x pue

k,y pue
k,z ]T,

respectively. We assume that both the LEO satellites and
the UEs know their positions [35], [36], [37]. Note that the
LEO satellite positions can be obtained from the ephemeris
data which includes information on the orbital elements and
trajectories of the LEO satellites. Also, the UE positions
can be obtained by utilizing the global navigation satellite
system (GNSS) data and advanced positioning techniques
utilizing time-based measurements (e.g., time difference of
arrival (TDOA)), Doppler-based measurements (e.g., Doppler
shift), and angle-based measurements (e.g., angle of departure
(AOD)) [38], [39], [40], [41], [42], [43], [44].

In practical LEO communication systems, one can consider
K groups of adjacent UEs instead of K individual UEs.
This is because the statistical CSI of adjacent UEs is fairly
similar, as their positional differences are negligible compared
to the distance between LEO satellites and terrestrial UEs
(approximately 1,200 km). For example, the angular resolution
(i.e., the smallest angle between two distinct signal sources that
an antenna array can distinguish) of a LEO satellite equipped
with an N = 8 × 8 planar antenna array is θmin = 2√

N
≈

14.3◦. This means that adjacent UEs within the off-nadir
angular range of radius θmin

2 = 7.2◦ can be regarded as a group
of UEs sharing the same statistical CSI. In this case, to ensure
reliable QoS for these groups of UEs, one can consider a
hybrid system architecture where the time-frequency resources
are reused across the UE groups and the UEs within the same
group are allocated with distinct time-frequency resources.

B. LEO Satellite Channel Model
In NTN, due to the high altitude of satellites, the chance of

having a line-of-sight (LOS) link between the satellites and the
UEs is much higher compared to terrestrial networks. Based
on this observation, we use the non-shadowed Rician fading
channel model where the downlink channel vector hl,k ∈ CN

from the lth LEO satellite to the kth UE is expressed as
a weighted sum of the LOS and non-line-of-sight (NLOS)
components as [45]

hl,k =

√
βl,k

κl,k + 1
(√

κl,k ej2π(tνl,k−fτl,k) + αl,k

)
a(θl,k, φl,k)

(1)

where f is the signal frequency, t is the time instant, and κl,k

is the Rician K-factor representing the power ratio between

1Note that due to the mobility of LEO satellites, a group of LEO satellites
connected to a specific GEO satellite can vary over time, which may cause a
delay in the statistical CSI acquisition for the GEO satellite. However, since
the position errors caused by this handover delay are negligible compared
to the LEO satellite communication distance (see Section III-A for detailed
discussions), its impact on the satellite clustering and power allocation
operation will be marginal.
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LOS and NLOS components, νsat
l,k = f

c
d
dt∥p

sat
l − pue

k ∥2
is the Doppler shift, τ sat

l,k = 1
c∥p

sat
l − pue

k ∥2 is the LOS
propagation delay, c is the speed of light, and αl,k is the small-
scale fading coefficient accounting for the random scattering
around the UE. We assume that small-scale fading coefficients
are independently and identically distributed (i.i.d.) complex
normal random variables (i.e., αl,k ∼ CN (0, 1)). Also, βl,k =
GsatGueLfree

l,k Labs
l,k is the large-scale fading coefficient account-

ing for the satellite and UE antenna gains Gsat and Gue,
the free space path loss Lfree

l,k = ( c
4πf∥psat

l −pue
k ∥2

)2, and the

atmospheric absorption Labs
l,k = Lzenith(f)

sin θl,k
where Lzenith(f) is

the zenith atmospheric attenuation determined by the satellite
altitude [32]. The reference values of Lzenith(f) are given in
ITU-R. In addition, θl,k and φl,k are the elevation and azimuth
AODs of the LOS path, which can be obtained by transforming
the relative position vector in the coordinate system of the lth
LEO satellite p̃l,k = R−1

y (θsat
l )R−1

z (φsat
l )(pue

k − psat
l ) to the

spherical coordinate vector. Here, θsat
l and φsat

l are elevation
and azimuth angles of the normal vector of the lth LEO
satellite antenna plane and Ry(θsat

l ) and Rz(φsat
l ) are the y

and z-axes rotation matrices, respectively. The corresponding
UPA steering vector a(θl,k, φl,k) ∈ CN is defined as

a(θl,k, φl,k) ≜ ah(θl,k, φl,k)⊗ av(θl,k) (2)

where ah(θl,k, φl,k) and av(θl,k) are the horizontal and ver-
tical array steering vectors, respectively, defined as

ah(θl,k, φl,k) ≜
[

1 e−j
2πfdh

c sin θl,k cos φl,k

· · · e−j(Nh−1)
2πfdh

c sin θl,k cos φl,k

]T

(3)

av(θl,k) ≜
[

1 e−j 2πfdv
c cos θl,k

· · · e−j(Nv−1) 2πfdv
c cos θl,k

]T

(4)

where dh and dv are the horizontal and vertical antenna
spacings, respectively.

Note that the same array steering vector a(θl,k, φl,k) is
used for both the LOS and NLOS components of hl,k. This
is because the scattering on the ground takes place within
a few kilometers around the UEs while the altitudes of the
LEO satellites are nearly a thousand kilometers, rendering the
angular spread of LEO satellite channel almost negligible [23].
For brevity, we use the following notations.

ϕl,k ≜ 2π(tνl,k − fτl,k) (5)

vl,k ≜
βl,k

κl,k + 1
(6)

al,k ≜ a(θl,k, φl,k) . (7)

Using these, hl,k in (1) can be rewritten as

hl,k =
√

vl,k

(√
κl,k ejϕl,k + αl,k

)
al,k . (8)

Among the channel parameters, we categorize the eleva-
tion and azimuth AODs (θl,k, φl,k), the large-scale fading
coefficient βl,k, the Rician K-factor κl,k, the Doppler shift
νl,k, and the propagation delay τl,k as the statistical CSI.
These parameters are primarily determined by the positions

of satellites and UEs (i.e., psat
l and pue

k ), whereas the small-
scale fading coefficient αl,k depends on the randomly varying
scatterers (e.g., cars and leaves) around the UEs. Due to this
reason, the coherence time of the statistical CSI is typically
an order of magnitude longer than that of the path gains [46].
By exploiting these properties, the LEO satellites can directly
acquire the statistical CSI from the satellite and UE positions
without any pilot transmission and CSI feedback operations.

C. Conventional Beam-Centric and CF-mMIMO Systems

1) Beam-Centric LEO Mega-Constellation Systems: In the
traditional beam-centric LEO satellite constellation systems,
the LEO satellites employ multiple spot beams, each of which
covers a designated terrestrial area [16]. Then the UEs connect
to the spot beam providing the maximum received signal
power. For instance, the SpaceX’s LEO satellites employ
48 spot beams with tessellated hexagonal-shaped footprints
and the diameter of each spot beam footprint is around 200 km.
While the beam-centric approach might be effective to some
extent, it will impose a fundamental limit in the LEO mega-
constellation systems due to the frequent handovers among
beams and satellites [32], [33]. Since the UE is linked to only
one spot beam at a time, the UE has to switch to a different
spot beam or satellite when the satellite’s position changes,
causing significant handover latency and QoS degradation. For
example, in the Iridium system, it has been reported that the
inter-satellite handovers occur every 10 minutes and the inter-
beam handovers happen within every minute.

2) Cell-Free Massive MIMO Systems: In the terrestrial
networks, CF-mMIMO system where a group of distributed
access points (APs) simultaneously serves UEs has received a
great deal of attention recently [47], [48], [49], [50]. This is
the opposite concept of traditional cellular system where the
network is divided into regional cells (i.e., service areas of
APs) and each UE is served only by the AP corresponding to
the cell in which the UE is located. In accordance with this
trend, there have been some efforts to employ CF-mMIMO
approach for NTN [29]. While the CF-mMIMO approach is
effective to some extent in terrestrial networks, it might not
work well in NTN due to the high mobility and propagation
delays of satellites. Specifically, in the CF-mMIMO system,
the APs acquire the instantaneous downlink CSI from the
uplink pilot signals of UEs and then perform the instantaneous
CSI-based downlink precoding. In NTN, however, acquiring
the instantaneous CSI at the LEO satellites is highly challeng-
ing due to the fast-varying and inherently delayed nature of
LEO satellite channel [45]. For example, the coherence time
of Ku-band (12)-18 GHz) LEO satellite channel is typically
a few milliseconds while that of the terrestrial mmWave
channels in the FR1 band (sub-6 GHz) is tens of milliseconds.
Moreover, due to the high altitude (500-1, 500 km) of LEO
satellites, the coherence time of LEO satellite channel is
shorter than the propagation delay (3)-8 ms), meaning that the
estimated channel information will be outdated by the time
data transmission occurs.

III. CELL-FREE MASSIVE NON-TERRESTRIAL NETWORKS

As mentioned, the major issue of the conventional beam-
centric systems is the frequent inter-beam and inter-satellite
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Fig. 2. Overall system structure of CF-mNTN.

handovers caused by the high mobilities of LEO satellites.
To address this issue, the proposed CF-mNTN exploits a user-
centric approach that chooses a cluster of LEO satellites for
each UE and then the satellite cluster cooperatively serves the
UE through statistical precoding (see Fig. 2). The key features
of CF-mNTN are as in the following.

• User-centric boundaryless service and full frequency
reuse: In CF-mNTN, the associations between the LEO
satellites and UEs are dynamically adjusted according to
the wireless environments. In doing so, the inter-beam
and inter-satellite handovers can be minimized, thereby
achieving seamless connectivity in the xG ground-air-
space network. Also, since the LEO satellites serve
the UEs using the same time-frequency resources, the
spectral efficiency can be enhanced substantially.

• Statistical CSI-based data transmission and reception:
In CF-mNTN, the downlink data precoding and decoding
are performed based on the statistical CSI (e.g., AODs
and large-scale fading coefficients). Since the statistical
CSI changes more slowly than the instantaneous CSI
and is determined primarily by the satellites and UEs
positions, the LEO satellites and UEs can accurately
acquire them even in the fast-varying NTN.

• Distributed precoding and cooperative power alloca-
tion: In CF-mNTN, the statistical precoding vectors are
determined locally at the LEO satellites while the satellite
clusters ans power weights are determined globally at
the central node. Since only the statistical CSI, satellite
cluster indices, and power weights are shared between
the LEO satellites and the central node, the backhaul
signaling overhead can be reduced significantly.

In a nutshell, the overall communication protocol of
CF-mNTN consists of three major steps (see Fig. 2): 1) the
LEO satellites acquire the statistical CSI from the LEO satel-
lites and UEs positions and then send the collected statistical
CSI to the central node; 2) the central node determines the
satellite clusters and power weights; 3) the LEO satellites
jointly transmit the downlink data using the statistical pre-
coding; and 4) the UEs perform the statistical data decoding.

A. Position-Based Statistical CSI Acquisition

In this stage, the LEO satellites first acquire the satellite
and UE positions {psat

l }l∈L and {pue
k }k∈K by exploiting the

GNSS data along with the advanced positioning techniques
based on time measurements (i.e., TDOA), Doppler-based
measurements (e.g., Doppler shift), and angle measurements
(i.e., AOD) [51], [52], [53], [54], [55]. Then, using the
property that the statistical CSI is a function of the satellite and
UE positions, the LEO satellites estimate the statistical CSI of
users, i.e., the elevation and azimuth AODs θl,k and φl,k, the
large-scale fading coefficient βl,k, the Rician K-factor κl,k, the
Doppler shift νl,k, and the propagation delay τl,k. After that,
the acquired statistical CSI is sent to the central node through
an optical backhaul link to facilitate the satellite cooperation.

Note that the position information of LEO satellites and UEs
can be outdated due to signal propagation delay in LEO satel-
lite communications. However, since the position errors caused
by this signal propagation delay are negligible compared to
the NTN communication distance, the impact of these delays
on the statistical CSI is marginal. Specifically, considering
that the distances of the LEO-GEO inter-satellite link and the
LEO satellite-terrestrial UE link are Dsat ≈ 36,000 km and
D ≈ 1,200 km, respectively, the signal propagation delays for
these two links are τsat ≈ 120 ms and τue ≈ 4 ms, respectively.
If the speeds of the LEO satellite and UE are vsat ≈ 7.8 km/s
and vue ≈ 20 m/s, respectively, then the LEO satellite and
UE position errors are ∆rsat = vsatτsat ≈ 0.94 km and
∆rue = vueτue ≈ 8 × 10−5 km, both of which are negligible
compared to D.

B. Downlink Statistical Precoding

After the statistical CSI acquisition, each LEO
satellite locally determines the statistical precoding
vectors {wl,k}l∈L,k∈K using the acquired statistical CSI
{θl,k, φl,k, βl,k, κl,k, νl,k, τl,k}l∈L,k∈K. In the conventional
CF-mMIMO, linear precoding techniques such as maximum
ratio transmission (MRT) precoding and zero-forcing (ZF)
precoding have been widely used [29], [47]. In CF-mNTN,
however, these techniques are not applicable since the LEO
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satellites only have the statistical channel information of
the UEs. As a remedy, we leverage the observation that the
downlink LEO satellite channel vector hl,k aligns with the
LOS array steering vector al,k (see (8)). This observation
implies that we can use the array steering vector to achieve
the goals of conventional linear precoding techniques (e.g.,
channel gain maximization or interference mitigation). Based
on this observation, we propose two statistical precoding
techniques for CF-mNTN: 1) statistical MRT (sMRT)
precoding; and 2) statistical ZF (sZF) precoding.

1) Statistical MRT Precoding: The goal of sMRT precod-

ing technique is to maximize the channel gain |hH
l,kwl,k|.

To achieve this goal, we design the sMRT precoding vector
wsMRT

l,k ∈ CN from the lth LEO satellite to the kth UE in the
form of the array steering vector as

wsMRT
l,k ≜

1√
N

ejϕl,kal,k . (9)

Note that ejϕl,k = ej2π(tνl,k−fτl,k) is used for the compensa-
tion of the Doppler shift and propagation delay. Since wsMRT

l,k

is parallel to hl,k, it maximizes the channel gain as∣∣hH
l,kw

sMRT
l,k

∣∣ =
∣∣∣∣hH

l,k

hl,k

∥hl,k∥2

∣∣∣∣ = ∥hl,k∥2 . (10)

2) Statistical ZF Precoding: Similar to the conventional ZF
precoding, the goal of sZF precoding is to mitigate inter-user
interference (IUI) (i.e.,

∣∣hH
l,jwl,k

∣∣ = 0 if j ̸= k). To do so,
the precoding vector of each UE should be selected from the
intersection of the null-spaces of the channel vectors of other
UEs. Note that since hl,j and al,j are parallel, their null-
spaces are the same. Using this property, we design the sZF
precoding vector wsZF

l,k ∈ CN as

wsZF
l,k ≜ ejϕl,k

Al (AH
l Al)−1ek

∥Al (AH
l Al)−1ek∥2

(11)

where Al =
[
al,1 al,2 · · · al,K

]
∈ CN×K is the array

steering matrix of the lth LEO satellite and ek ∈ RK is a
K × 1 vector whose kth element is 1 and all other elements
are 0. One can see that wsZF

l,k effectively suppresses IUI as∣∣hH
l,jw

sZF
l,k

∣∣ =
∥hl,j∥2

∣∣aH
l,jAl (AH

l Al)−1ek

∣∣
N∥Al (AH

l Al)−1ek∥2
= 0 . (12)

C. Downlink Data Transmission and Statistical Decoding

Once the downlink precoding vectors are determined, the
LEO satellites jointly transmit the precoded data and then the
UEs decode the data using the statistical CSI. The transmit
signal xl ∈ CN of the lth LEO satellite is given by

xl =
√

ρt

∑
k∈Kl

pl,kwl,ksk (13)

where ρt is the satellite transmission power, wl,k ∈ CN is
the downlink statistical precoding vector from the lth LEO
satellite to the kth UE such that ∥wl,k∥2 = 1, pl,k ⩾ 0 is the
power weight, and sk ∼ CN (0, 1) is the data symbol for the
kth UE. Note that the power of xl is bounded by the LEO
satellite transmission power ρt as

E
{
∥xl∥22

}
= ρt

∑
k∈Kl

p2
l,k ⩽ ρt . (14)

Then the received data signal yk ∈ C of the kth UE is

yk =
L∑

l=1

hH
l,kxl + nk (15)

=
√

ρt

∑
l∈Lk

pl,kh
H
l,kwl,ksk

+
√

ρt

∑
j ̸=k

∑
l∈Lj

pl,jh
H
l,kwl,jsj + nk (16)

where (16) is from
∑L

l=1

∑
j∈Kl

al,j =
∑K

j=1

∑
l∈Lj

al,j

and nk ∼ CN (0, σ2
n) is the additive Gaussian noise. Note

that the first and second terms represent the effective channel
gain and IUI, respectively. In traditional terrestrial networks,
to facilitate the acquisition of effective channel gain at
UE, the AP transmits the precoded downlink pilot sig-
nal (i.e., demodulation reference signals (DMRS) in 5G
NR) to the UE. In NTN, however, the estimated effec-
tive channel gain might be significantly outdated due to
the short channel coherence time and the large propaga-
tion delay, causing a severe degradation in the decoding
performance.

To handle this issue, we exploit the property that the
effective channel gain combined from multiple LEO satel-
lites tends to its mean value (i.e.,

∑
l∈Lk

pl,kh
H
l,kwl,k →

E{
∑

l∈Lk
pl,kh

H
l,kwl,k}). Based on this channel hardening

effect, in CF-mNTN, the UEs extract the expectation of the
effective channel gain from the received signal using only the
statistical CSI. Specifically, yk in (16) can be rewritten as

yk = γds
k sk + γbu

k sk +
∑
j ̸=k

γ
ui
k,jsj + nk (17)

where γds
k , γbu

k , and γui
k,j are the desired signal term, the

beamforming uncertainty term, and the IUI term, defined as

γds
k ≜ E

{√
ρt

∑
l∈Lk

pl,kh
H
l,kwl,k

}
(18)

γ
bu
k ≜

√
ρt

∑
l∈Lk

pl,kh
H
l,kwl,k − E

{√
ρt

∑
l∈Lk

pl,kh
H
l,kwl,k

}
(19)

γ
ui
k,j ≜

√
ρt

∑
l∈Lj

pl,jh
H
l,kwl,j . (20)

By treating γbu
k , γui

k,j , and nk as effective noise and using the
rate approximation in [56, Lemma 1], we obtain the downlink
ergodic achievable rate RCFmNTN

k of the kth UE as

RCFmNTN
k = log2

(
1 +

|γds
k |2

E
{
|γbu

k |2
}
+

∑
j ̸=k E

{
|γui

k,j |2
}
+σ2

n

)
.

(21)

The following theorem provides a closed-form expression
of RCFmNTN

k .
Theorem 1: The downlink achievable rate RCFmNTN

k of the
kth UE of CF-mNTN using the sMRT and sZF precodings is
expressed in (22), as shown at the bottom of the next page. □
Proof: See Appendix A. ⊠

From (22), one can see that RCFmNTN
k is a func-

tion of the satellite cluster indices {Lk}k∈K, the power
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weights {pl,k}l∈L,k∈K, and the statistical CSI {θl,k, φl,k, βl,k,
κl,k, νl,k, τl,k}l∈L,k∈K. Hence, by utilizing the statistical CSI
collected from the LEO satellites, the central node can
determine the LEO satellite clusters and the power weights
maximizing the sum-rate.

IV. USER-CENTRIC LEO SATELLITE CLUSTERING AND
COOPERATIVE POWER ALLOCATION

In this section, we present a joint user-centric LEO satellite
clustering and cooperative power allocation technique for
CF-mNTN. Specifically, the proposed technique determines
the optimal LEO satellite clusters {Lk}k∈K and the power
weights {pl,k}l∈L,k∈K maximizing the minimum achievable
rate of UEs. In doing so, one can ensure a uniformly good
QoS for all UEs within the coverage area. The corresponding
optimization problem can be formulated as the max-min
problem P1 as2

P1 : maximize
{Lk,pl,k}l∈L,k∈K

min
k∈K

RCFmNTN
k (23a)

subject to |Kl| ⩽ Kmax ∀ l ∈ L (23b)∑
k∈Kl

p2
l,k ⩽ 1 ∀ l ∈ L (23c)

pl,k ⩾ 0 ∀ l ∈ L, k∈ K (23d)

where Kl = {k ∈ K | l ∈ Lk} is the set of UEs
associated with the lth LEO satellite. Also, (23b) represents
the constraint that the total number of UEs associated to each
LEO satellite is bounded by Kmax due to the limited number
of RF chains and (23c) and (23d) represent the transmit power
constraint.

Since the downlink achievable rate is a logarithmic function
of the fractional function (see (22)), P1 is a nonconvex com-
binatorial optimization problem in which an exhaustive search
is needed to find out the optimal solution. In the LEO satellite
mega-constellation systems, however, it is computationally
burdensome to search every possible satellite association due
to the large number of satellites. For example, when the num-
bers of LEO satellites, terrestrial UEs, and serving satellites
are L = 10, K = 5, and Kmax = 5, respectively, the number

of possible satellite associations is
(
10
5

)5 ≈ 1012.

2In practical scenarios where the number of UEs connected to the LEO
satellite network changes dynamically, we redefine K as the maximum
number of UEs that the LEO satellite network can simultaneously support
and define the set of UEs that are actually connected to the LEO satellite
network as Kc ⊆ K. Note that the statistical CSI and the power weights for
the inactive UEs in K\Kc are set to zero. After that, we modify the objective
function of P1 from mink∈K RCFmNTN

k to mink∈Kc RCFmNTN
k so that

only the data rates of connected UEs in Kc are considered. By doing so,
we can effectively cover the scenarios with different number of UEs.

A. Sparse Recovery Problem Formulation

To find out a tractable solution of P1, we recast the LEO
satellite clustering problem to the sparse recovery problem
where the indices of serving LEO satellites are mapped to the
indices of the nonzero elements (i.e., support) of the sparse
power weight vectors. In doing so, we can convert P1 to
the sparse optimization problem, for which the principle of
sparse recovery can be applied [57], [58]. To be specific,
the sparse power weight vector of the kth UE combined
for all LEO satellites within the constellation is defined as
p̃k = [ p̃1,k p̃2,k · · · p̃L,k ]T ∈ RL such that

p̃l,k ≜

{
pl,k if l ∈ Lk

0 otherwise .
(24)

Then the LEO satellite cluster Lk can be expressed as the set
of nonzero elements of p̃k as

Lk =
{
l ∈ L

∣∣1R+(p̃l,k) = 1
}

(25)

where 1R+(x) is the indicator function such that 1R+(x) =
1 if x ∈ R+ (i.e., x > 0) and 1R+(x) = 0 otherwise. Similarly,
the cluster size constraint (23b) can be equivalently converted
to the sparsity constraint as

|Kl| ⩽ Kmax ⇐⇒
K∑

k=1

1R+(p̃l,k) ⩽ Kmax . (26)

Also, by defining the coefficient vectors and matrices,
RCFmNTN

k in (22) can be rewritten as

RCFmNTN
k

=log2

(
1 +

(
bTk p̃k

)2∑K
j=1∥Ck,j p̃k∥22 +

∑
j ̸=k∥Dk,j p̃j∥22 + σ2

n

)
(27)

where bk ≜ [ b1,k b2,k · · · bL,k ]T ∈ RL, Ck ≜
diag(c1,k, c2,k, · · · , cL,k) ∈ RL×L, and Dk,j ≜[
ℜ{d1,k,j} ℜ{d2,k,j} ··· ℜ{dL,k,j}
ℑ{d1,k,j} ℑ{d2,k,j} ··· ℑ{dL,k,j}

]
∈ R2×L are defined as

bl,k ≜

{ √
ρtNκl,kvl,k sMRT precoding

√
ρtκl,kvl,k ∥Al (AH

l Al)−1ek∥−1
2 sZF precoding

cl,k ≜


√

ρt

N
vl,k

∣∣aH
l,kal,j

∣∣ sMRT precoding
√

ρtvl,k ∥Al (AH
l Al)−1ek∥−1

2 sZF precoding

dl,k,j ≜


√

ρt

N
κl,kvl,k ej(ϕl,j−ϕl,k)aH

l,kal,j sMRT precoding

0 sZF precoding .

(28)

RCFmNTN
k =



log2

(
1 +

ρtN(
∑

l∈Lk
pl,k

√
κl,kvl,k)2

ρt
N

∑K
j=1

∑
l∈Lj

p2
l,jvl,k|aH

l,kal,j |2 + ρt
N

∑
j ̸=k

∣∣ ∑
l∈Lj

pl,jej(ϕl,j−ϕl,k)√κl,kvl,k aH
l,kal,j

∣∣2 + σ2
n

)
sMRT precoding

log2

(
1 +

ρt(
∑

l∈Lk
pl,k

√
κl,kvl,k∥Al (AH

l Al)−1ek∥−1
2 )2

ρt

∑
l∈Lk

p2
l,kvl,k∥Al (AH

l Al)−1ek∥−2
2 + σ2

n

)
sZF precoding .

(22)
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Finally, by substituting (24)-(28) into (23) and leveraging
the fact that maximizing the minimum achievable rate is equiv-
alent to maximizing the minimum signal-to-interference-plus-
noise ratio (SINR), we obtain the sparse recovery problem:
P2 : maximize

t,{p̃k}k∈K
t (29a)

subject to

(
bTk p̃k

)2∑K
j=1∥Ck,j p̃k∥22 +

∑
j ̸=k∥Dk,j p̃j∥22 + σ2

n

⩾ t ∀k∈ K (29b)
K∑

k=1

1R+(p̃l,k) ⩽ Kmax ∀ l ∈ L (29c)

K∑
k=1

p̃2
l,k ⩽ 1 ∀ l ∈ L (29d)

p̃l,k ⩾ 0 ∀ l ∈ L, k∈ K (29e)

where t = mink∈K SINRk is an auxiliary variable.
The reformulated problem P2 is more tractable than the

original problem P1 since we only have to determine the
sparse power weight vector. Unfortunately, it is still not easy to
find out the optimal solution of P2 due to the nonconvexity of
the sparsity constraint (29c) and the quadratic fractional SINR
constraint (29b). To handle these constraints, we employ two
effective strategies: 1) reweighted ℓ2-norm approximation that
transforms the sparsity constraint into the weighted ℓ2-norm
constraint [59] and 2) successive convex approximation (SCA)
that approximates the SINR function to a linear function
by using the first-order Taylor expansion [60]. Using these,
we reformulate P2 to a convex second-order cone program
(SOCP) in which the global optimal solution can be obtained
via convex optimization solvers (e.g., SDPT3 and SeDuMi).
After solving the reformulated SOCP problem, we update
the ℓ2-norm approximation weights and then repeat these
processes until (29c) is satisfied.

B. Reweighted ℓ2-Norm Approximation
The essence of reweighted ℓ2-norm approximation is to

substitute the indicator function 1R+(p̃l,k) with the weighted
square function ωl,k|p̃l,k|2 where ωl,k is the ℓ2-norm approx-
imation weight. By assigning larger approximation weights
to the smaller power weights and iteratively updating the
approximation weights, this method effectively penalizes these
smaller power weights, driving them closer to zero. In doing
so, one can promote the sparsity of the power weight vector.

To do so, we set ωl,k to be inversely proportional to the
power weight p̃prev

l,k obtained in the previous iteration as

ωl,k =
1

(p̃prev
l,k )2 + ϵ−1

(30)

where ϵ > 0 is a regularization factor. By using ωl,k, the
sparsity of the power weight vector can be approximated as

K∑
k=1

1R+(p̃l,k) ≈
K∑

k=1

ωl,kp̃2
l,k . (31)

By exploiting the reweighted ℓ2-norm approximation, we

solve P̃ in an alternating fashion: 1) fix {p̃k}k∈K and
update {ωl,k}l∈L,k∈K using (30); and 2) fix {ωl,k}l∈L,k∈K

and solve the reduced problem P3 given by

P3 : maximize
t,{p̃k}k∈K

t (32a)

subject to

(
bTk p̃k

)2∑K
j=1∥Ck,j p̃k∥22 +

∑
j ̸=k∥Dk,j p̃j∥22 + σ2

n

⩾ t ∀k∈ K (32b)
K∑

k=1

ωl,kp̃2
l,k ⩽ Kmax ∀ l ∈ L (32c)

K∑
k=1

p̃2
l,k ⩽ 1 ∀ l ∈ L (32d)

p̃l,k ⩾ 0 ∀ l ∈ L, k∈ K . (32e)

Although the sparsity constraint (29c) is replaced by the
convex quadratic constraint (32c), P3 is still a nonconvex
problem due to the quadratic fractional SINR constraint (32b).

C. Successive Convex Approximation-Based Power Allocation
Next, we describe how to solve P3 using SCA. SCA is a

linear approximation technique based on the first-order Taylor
expansion. In our work, we employ SCA to approximate the
quadratic fractional function f(p̃k, t) defined as

f(p̃k, t) ≜

(
bTk p̃k

)2

t
. (33)

Note that f(p̃k, t) is a convex function of p̃k and t. Using
f(p̃k, t), the SINR constraint (32b) can be rewritten as

f(p̃k, t) ⩾
K∑

j=1

∥Ck,j p̃k∥22 +
∑
j ̸=k

∥Dk,j p̃j∥22 + σ2
n ∀ k∈ K .

(34)
Then, for given (p̃prev

k , tprev) obtained at the previous itera-
tion, the first-order Taylor expansion F (p̃k, t | p̃prev

k , tprev) of
f(p̃k, t) is given by
F (p̃k, t | p̃prev

k , tprev)

≜ f(p̃k, t) +∇p̃k
f(p̃prev

k , tprev)T(p̃k − p̃prev
k )

+ ∂tf(p̃prev
k , tprev)(t− tprev) (35)

=
(p̃prev

k )Tbkb
T
k (2tprevp̃k − tp̃prev

k )
(tprev)2

. (36)

Since f(p̃k, t) is convex, f(p̃k, t) ⩾ F (p̃k, t | p̃prev
k , tprev),

meaning that (p̃k, t) satisfying the approximated SINR con-
straint using F (p̃k, t | p̃prev

k , tprev) will also satisfy the
original SINR constraint (34).

By substituting f(p̃k, t) with F (p̃k, t | p̃prev
k , tprev),

we obtain the modified problem P4 as
P4 : maximize

t,{p̃k}k∈K
t (37a)

subject to
(p̃prev

k )Tbkb
T
k (2tprevp̃k − tp̃prev

k )
(tprev)2

⩾
K∑

j=1

∥Ck,j p̃k∥22 +
∑
j ̸=k

∥Dk,j p̃j∥22

+ σ2
n ∀ k ∈ K (37b)

K∑
k=1

ωl,kp̃2
l,k ⩽ Kmax ∀ l ∈ L (37c)

K∑
k=1

p̃2
l,k ⩽ 1 ∀ l ∈ L (37d)

p̃l,k ⩾ 0 ∀ l ∈ L, k ∈ K . (37e)
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Algorithm 1 User-Centric LEO Satellite Clustering and Coop-
erative Power Allocation Algorithm

Input: Statistical CSI{θl,k, φl,k, βl,k, κl,k, νl,k, τl,k}l∈L,k∈K
satellite transmission power ρt, maximum number of UEs
associated to LEO satellite Kmax, regularization factor ϵ

Initialize:
Compute {bk,Ck,j ,Dk,j}k,j∈K using (28) ∀ k, j∈ K
ωl,k = 1 ∀ l ∈ L, k∈ K
while the sparsity constraint (29c) is not satisfied do
p̃prev

k = 0L, tprev = 0 ∀k∈ K
while {p̃k}k∈K do not converge do

Solve P4 via SOCP solver
p̃prev

k = p̃k, tprev = t ∀k∈ K
end while
p̃prev

k = p̃k ∀k∈ K
ωl,k = 1

(p̃prev
l,k )2+ϵ−1 ∀ l ∈ L, k∈ K

end while
Lk = {l ∈ L | 1R+(p̃l,k) = 1} ∀k∈ K
pl,k = p̃l,k ∀ l ∈ Lk, k∈ K
Output: {Lk}k∈K, {pl,k}l∈Lk,k∈K

Note that the constraints (37b)-(37d) of P4 can be reformu-
lated as second-order cone constraints in a form of ∥Ax +
b∥2 ⩽ cTx + d [61]. This, together with the fact that the
objective function (37a) is a linear function of t, character-
izes P4 as a convex SOCP problem. Thus, by using the
convex optimization solver (e.g., SDPT3), we can obtain the
optimal solution (topt, {p̃opt

k }k∈K). We then set p̃prev
k =

p̃opt
k and tprev = topt and repeat these processes until
{p̃k}k∈K converges, thereby obtaining a near-optimal solution
of P3.

After solving P3, we set p̃prev
k = p̃k and then update

ωl,k using (30). We repeat the alternating steps until the
sparsity constraint (29c) is satisfied. Once we have {p̃k}k∈K,
we can obtain the LEO satellite cluster indices and the power
weights from {p̃k}k∈K as Lk = {l ∈ L | 1R+(p̃l,k) =
1} and pl,k = p̃l,k for all l ∈ Lk and k ∈ K, respec-
tively. Algorithm 1 summarizes the proposed user-centric
LEO satellite clustering and cooperative power allocation
algorithm.

D. Computational Complexity Analysis

The proposed algorithm primarily consists of an outer iter-
ation (i.e., re-weighted ℓ2-norm approximation) and an inner
iteration (i.e., SCA-based power allocation). In the inner iter-
ation, the power allocation problem is formulated as an SOCP
problem, which is then solved using the interior-point method.
It has been shown that the computational complexity of the
interior-point method for solving the SOCP problem with
Nvar variables is approximately O((Nvar)3.5) [62]. Thus, the
computational complexity of the SCA-based power allocation
isO((LK)3.5N inner

max ) with N inner
max being the maximum number

of SCA iterations. Thus, the overall computational complex-
ity of the proposed algorithm is O((LK)3.5N inner

max Nouter
max )

where Nouter
max is the maximum number of the outer

iterations.

V. ACHIEVABLE RATE ANALYSIS: CF-MNTN VERSUS
CONVENTIONAL CF-MIMO SYSTEM

A major distinctive feature of the proposed CF-mNTN over
the conventional CF-mMIMO system is that the downlink
data precoding of CF-mNTN is performed based on the
statistical CSI, whereas that of CF-mMIMO system relies
on the instantaneous CSI. While the instantaneous CSI-based
precoding might be effective in terrestrial networks with
stationary APs, its performance will degrade severely in NTN
due to the channel estimation error caused by the high mobility
of LEO satellites. To demonstrate this behavior, in this section,
we derive the achievable rate of CF-mMIMO system and then
compare it with that of CF-mNTN.

A. Achievable Rate Analysis of Conventional CF-mMIMO

In the conventional CF-mMIMO system, based on the
channel reciprocity of time-division duplexing (TDD) systems,
the LEO satellites acquire the instantaneous downlink CSI
from the uplink pilot signals of UEs. Specifically, let ψk ∈ Cτp

be the pilot sequence intended for the kth UE such that
∥ψk∥2 = 1, where τp is the pilot sequence length. Then the
received pilot signal Yl ∈ CN×τp of the lth LEO satellite is

Yl =
√

ηt

K∑
j=1

hl,jψ
H
j + Nl (38)

where ηt is the uplink transmit power of UE and Nl ∼
CN

(
0N×τp , σ

2
nIN

)
is the complex Gaussian noise. To extract

hl,k from Yl, the lth LEO satellite projects Yl onto ψk and
then obtain the processed signal ỹl,k ∈ CN as

ỹl,k ≜
1
√

ηt
Ylψk (39)

= hl,k +
∑
j ̸=k

hl,jψ
H
j ψk +

1
√

ηt
ñl,k (40)

where ñl,k ≜ Nlψk ∈ CN . Note that the second term of (40)
is attributed to the non-orthogonality between the downlink
pilot sequences (i.e., pilot contamination effect) [63].
Remark 1: The channel estimation accuracy of conventional
CF-mMIMO system can be significantly deteriorated by the
non-orthogonality between the uplink pilot sequences of UEs
(i.e., τp < K) [63]. This so-called pilot contamination effect
becomes more pronounced in NTN due to the short coherence
time of LEO satellite channel. □

For a given ỹl,k, the minimum mean square error (MMSE)
estimate ĥl,k of hl,k is given by

ĥl,k = E{hl,k}+ Cov
{
hl,k, ỹl,k

}
V

{
ỹl,k

}−1

×
(
ỹl,k − E

{
ỹl,k

} )
(41)

= ejϕl,k
√

κl,kvl,k al,k + vl,ka
H
l,kV

−1
l,k

×
(

ỹl,k −
K∑

j=1

ψH
j ψkejϕl,j

√
κl,jvl,j al,j

)
al,k

(42)
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where

Vl,k ≜ V
{
ỹl,k

}
(43)

=
K∑

j=1

vl,j |ψH
j ψk|2al,ja

H
l,j +

σ2
n

ηt
IN . (44)

Also, the instantaneous MRT (iMRT) precoding vector
wiMRT

l,k ∈ CN constructed from ĥl,k is defined as

wiMRT
l,k ≜

ĥl,k√
E

{
∥ĥl,k∥22

} (45)

=
ĥl,k√

N(κl,k + xl,k,k) vl,k

(46)

where xl,k,k ≜ vl,ka
H
l,kV

−1
l,k al,k and (46) is from the property

of MMSE estimate that E{ĥl,k} = E{hl,k} and V{ĥl,k} =
Cov

{
hl,k, ỹl,k

}
V

{
ỹl,k

}−1 Cov
{
hl,k, ỹl,k

}
. After the down-

link data precoding, the LEO satellites jointly transmit the
precoded data and then the UEs decode the data using the
statistical CSI (see (13)-(21)). Then, the downlink ergodic
achievable rate RCFmMIMO

k of the kth UE of the conventional
CF-mMIMO system is given by

RCFmMIMO
k =log2

(
1+

|γds
k |2

E
{
|γbu

k |2
}

+
∑

j ̸=k E
{
|γui

k |2
}

+ σ2
n

)
(47)

where

γds
k ≜E

{√
ρt

∑
l∈Lk

pl,kh
H
l,kw

iMRT
l,k

}
(48)

γ
bu
k ≜

√
ρt

∑
l∈Lk

pl,kh
H
l,kwl,k− E

{√
ρt

∑
l∈Lk

pl,kh
H
l,kw

iMRT
l,k

}
(49)

γ
ui
k,j ≜

√
ρt

∑
l∈Lj

pl,jh
H
l,kw

iMRT
l,j . (50)

The following theorem provides the closed-form expression of
RCFmMIMO

k when using the iMRT precoding.
Theorem 2: The downlink achievable rate RCFmMIMO

K of the
k-th UE of the conventional CF-mMIMO using the iMRT
precoding is expressed in (51), as shown at the bottom of
the next page, where xl,j,k ≜ vl,kψ

H
k ψja

H
l,jV

−1
l,j al,k for all

l ∈ L and k, j ∈ K. □
Proof: See Appendix B. ⊠
Remark 2: By comparing RCFmNTN

k in (22) and RCFmMIMO
k

in (51), one can see that the distinction between RCFmNTN
k

and RCFmMIMO
k lies in the terms {xl,j,k}l∈L,k,j∈K, which

represents the non-orthogonality between the uplink pilot
sequences of UEs. To be specific, since CF-mNTN exploits only
the statistical CSI for the downlink data precoding, RCFmNTN

k

exhibits lower desired signal and beamforming uncertainty
compared to RCFmMIMO

k . Nevertheless, the desired signal
degradation of CF-mNTN is marginal compared to the beam-
forming uncertainty degradation due to the LOS-dominant
property of LEO satellite channel (i.e., κl,k ≫ 1). □

B. Achievable Rate Comparison Between CF-mNTN and
Conventional CF-mMIMO System

We consider the scenario where the LEO satellites are
equipped with a large number of antennas to simplify the anal-
ysis.3 In this scenario, one can exploit the mutual orthogonality
between the array steering vectors, that is |aH

l,kal,j | = Nδk,j .
Proposition 1: When the number of antennas is large,
the downlink achievable rate RCFmNTN

k of the proposed
CF-mNTN using sMRT and sZF precodings in (22) and
the downlink achievable rate RCFmMIMO

k of the conven-
tional CF-mMIMO system using iMRT precoding in (51) are
expressed as

RCFmNTN
k =log2

(
1+

ρtN
( ∑

l∈Lk
pl,k

√
κl,kvl,k

)2

ρtN
∑

l∈Lk
p2

l,kvl,k + σ2
n

)
(52)

RCFmMIMO
k =log2

(
1+

ρtN
(∑

l∈Lk
pl,k

√
(κl,k+xl,k,k)vl,k

)2

ρtN
∑

l∈Lk
p2

l,k

(
1+ κl,kxl,k,k

κl,k+xl,k,k

)
vl,k+σ2

n

)
(53)

where xl,k,k = ηtNvl,k

ηtNvl,k+σ2
n

for all l ∈ K and k ∈ K. □

Proof: See Appendix C. ⊠
For brevity, in the following lemma, we rewrite the achiev-

able rate expressions in (52) and (53).
Lemma 1: Let qk ≜ 1

2

[
pl,k

√
vl,k

κl,k
| l ∈ Lk

]T ∈ R|Lk|, rk ≜∑
l∈Lk

pl,k
√

κl,kvl,k ∈ R, tk ≜
[
p2

l,k
κl,kvl,k

κl,k+1 | l ∈ Lk

]T ∈
R|Lk|, uk ≜

∑
l∈Lk

p2
l,kvl,k + σ2

n
ρtN

∈ R, and xk ≜ [xl,k,k |
l ∈ Lk]T ∈ R|Lk|. Also, let h : R|Lk| → R be the SINR
function defined as h(x) ≜ (qT

k x+rk)2

tTk x+uk
for all x ∈ R|Lk|. Then

RCFmNTN
k and the upper bound of RCFmMIMO

k can be simply
expressed as

RCFmNTN
k = log2

(
1 + h(0|Lk|)

)
(54)

RCFmMIMO
k ⩽ log2

(
1 + h(xk)

)
. (55)

□
Proof: The nominator of the upper bound of RCFmMIMO

k

in (55) can be obtained by using the inequality
√

1 + x ⩽ 1+
x
2 . Also, the denominator of the upper bound can be obtained
from the facts that xl,k,k ∈ [0, 1] and κl,k

κl,k+xl,k,k
⩾ κl,k

κl,k+1 . ⊠
Note that h(x) is a convex function of x. From the property

of convex function, we get

h
(
0|Lk|

)
⩾ h(xk)−∇h(xk)Txk . (56)

Now, we need to show that ∇h(xk)Txk ⩽ 0. From the defi-
nition of h(xk), one can see that this condition is equivalent
to the following inequality:

∇h(xk)Txk ⩽ 0 ⇐⇒ qT
k xk

rk
⩽

tTkxk

tTkxk + 2uk
. (57)

The following proposition provides the sufficient condition for
the inequality in (57) to hold.

3To achieve high throughput, high-frequency bands such as Ka-band (18−
26.5 GHz), along with the massive satellite antenna array, are anticipated to
be utilized in LEO satellite communication systems.
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Proposition 2: Let κmin ≜ minl∈Lk,k∈K κl,k and αmin ≜
minl∈Lk,k∈K

ηtNvl,k

σ2
n

. In the high signal-to-noise ratio (SNR)
regime, if (κmin − 3) αmin ⩾ 1 is satisfied, then

qT
k xk

rk
⩽

tTkxk

tTkxk + 2uk
. (58)

□
Proof: See Appendix D. ⊠

In general, the sufficient condition (κmin − 3) αmin ⩾ 1 in
Proposition 2 holds due to the relatively low altitude of the
LEO satellite and the LOS-dominant property of the LEO
satellite channel. For example, in the 12 GHz Ku-band, the
range of Rician K-factor is 10−20 dB and the path loss of the
terrestrial UE with a distance of 600 km from the 8×8-antenna
LEO satellite is around β ≈ 2× 10−17 [64]. Considering that
v = β

κ+1 and the UE uplink transmit power and noise power
being ηt = 30 dBm and σ2

n = −130 dBm, respectively, we get
(κ− 3) α ⩾ 1.28.

Finally, using Proposition 2, we obtain the desired result.
Theorem 3: In high SNR regime, if (κmin − 3) αmin ⩾ 1 is
satisfied, then the downlink achievable rate RCFmNTN

k of the
proposed CF-mNTN surpasses the downlink achievable rate
RCFmMIMO

k of the conventional CF-mMIMO system. □
Proof: This follows directly from Propositions 1 and 2, and
Lemma 1. ⊠

VI. NUMERICAL RESULTS

A. Simulation Setup

In our simulations, we consider a LEO satellite mega-
constellation systems where L = 20 LEO satellites cooper-
atively serve K = 10 UEs using the same time-frequency
resources.4 The maximum number of UEs (or UE groups) that
each LEO satellite can simultaneously serve is Kmax = 8 [65].
We consider an N = 8 × 8-element UPA antenna array at
the LEO satellites and a single antenna at the UEs.5 The
orbital height and inclination of the LEO satellites are 550 km
and 53◦, respectively. The 3D coordinate vectors {psat

l }l∈L
of the LEO satellites are configured using the systems tool
kit (STK), a space information network simulator, within a
range of 700 × 700 km2 [66]. Also, the coordinate vectors
{pue

k }k∈K of the UEs are randomly set within a circular
service area of a radius 200 km. As for the channel model,

4The number of LEO satellites is determined based on the observation
that the number of visible LEO satellites is typically around 20 to 30.
Also, the number of UEs (or UE groups sharing the same statistical CSI)
is determined based on the facts that the off-nadir angular resolution of an
N = 8× 8-element planar antenna array is 2√

N
≈ 14.3◦ and the maximum

off-nadir angle of LEO satellite is around 40◦ ( 402

14.32 ≈ 8).
5Massive antenna arrays are expected to be deployed on LEO satellites to

support high-frequency bands such as Ka-band (26.5-40 GHz).

we use the Rician fading model with carrier frequency f =
5 GHz and system bandwidth B = 20 MHz. The Rician K-
factor {κl,k}l∈L,k∈K are chosen randomly from 15-20 dB [64].
The antenna gains of LEO satellites and UEs are Gsat = 3 dB
and Gue = 0 dB. We set the downlink transmit power of LEO
satellites, the uplink transmit power of UEs, and the noise
power to ρt = 40 dBm, ηt = 30 dBm, and σ2

n = −140 dBm,
respectively [23]. The regularization factor of the reweighted
ℓ2-norm approximation is ϵ = 10−10. As performance metrics,
we use the sum-rate Rtot ≜

∑K
k=1 Rk and the minimum data

rate Rmin ≜ mink∈KRk. The simulations are conducted on
MATLAB R2023B platform.

For comparison, we use 4 benchmark schemes: 1) a
CF-mMIMO system where all LEO satellites jointly serve
the UEs using the iMRT precoding [29]; 2) a single satellite
system where the LEO satellite providing the highest received
signal power serves the UE using the statistical signal-to-
leakage-plus-noise ratio (SLNR)-based precoding [45]; 3) a
single satellite system using the sMRT precoding; and 4) a spot
beam-based system using 64 regional spot beams. To make
a fair comparison, we employ the same SCA-based power
allocation technique across all benchmark schemes. Note that
in the conventional CF-mMIMO system, we use τp = 4 pilot
sequence for the uplink channel estimation.

B. Simulation Results
Fig. 3 shows the sum-rate as a function of SNR. We observe

that the proposed CF-mNTN outperforms the conventional
CF-mMIMO system by a large margin. For example, when
SNR = 30 dB, CF-mNTN using sMRT precoding achieves
more than 7.5% sum-rate improvement over the conventional
CF-mMIMO system using iMRT precoding. Note that the per-
formance of conventional CF-mMIMO system relies heavily
on channel estimation accuracy, as the downlink precoding
vectors are generated from the estimated instantaneous CSI.
Thus, in NTN where the channel estimation error caused by
the fast-varying characteristics of LEO satellite channel is
unavoidable, the CF-mMIMO system suffers from substantial
degradation of the data rate. In contrast, the performance of
CF-mNTN is not affected by the channel estimation accuracy
since the downlink precoding operation of CF-mNTN exploits
only the statistical CSI acquired from the satellites and UEs
positions. It is worth mentioning that in the low SNR regime,
the sMRT precoding performs better than the sZF precoding,
while in the high SNR regime, the sZF precoding outperforms
the sMRT precoding.

Fig. 4 shows the sum-rate of CF-mNTN as a function
of the number of LEO satellites L. We observe that the
proposed CF-mNTN achieves significant sum-rate gains over
the conventional single satellite systems as well as the spot

RCFmMIMO
k

=log2

1+
ρtN

(∑
l∈Lk

pl,k

√
(κl,k + xl,k,k) vl,k

)2

ρt
N

∑K
j=1

∑
l∈Lj

p2
l,jvl,k

(
1+ κl,kxl,j,j

κl,j+xl,j,j

)
|aH

l,kal,j |2+ ρt
N

∑
j ̸=k

∣∣∣∑l∈Lj
pl,j

ej(ϕl,j−ϕl,k)√κl,kκl,jvl,k+
√

vl,jxl,j,k√
κl,j+xl,j,j

aH
l,kal,j

∣∣∣2+σ2
n


(51)
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Fig. 3. Sum-rate as a function of SNR.

Fig. 4. Sum-rate as a function of the number of LEO satellites.

beam-based system. Furthermore, we see that the sum-rate
gains of CF-mNTN over the conventional single satellite sys-
tems increase with the number of LEO satellites. For example,
when L = 10, the sum-rate gain of CF-mNTN using sZF pre-
coding over the single satellite system using SLNR precoding
is 45.2% but it increases up to 70% when L = 40. This is
because CF-mNTN can effectively suppress the inter-satellite
interferences through the user-centric satellite clustering and
cooperative power allocation, whereas the conventional single
satellite systems have no such mechanism to control the inter-
satellite interferences.

To demonstrate the effectiveness of the proposed user-
centric satellite clustering and cooperative power alloca-
tion algorithm, Fig. 5 compares the minimum data rate
performance of the proposed algorithm with two benchmark
schemes: 1) distance-based satellite clustering scheme that
associates UE with the nearest LEO satellites; and 2) uniform
power allocation scheme that distributes the transmit power
equally among UEs. In this figure, we use the sMRT precoding
for all schemes under test. We observe that the proposed
algorithm outperforms the benchmark schemes. Even when
compared to the scheme that uses the combination of distance-
based satellite clustering and SCA-based power allocation, the
proposed scheme improves the minimum data rate by 20%.

Fig. 5. Minimum data rate as a function of the number of LEO satellites.

Fig. 6. Sum-rate as a function of the number of UEs.

Fig. 6 shows the sum-rate as a function of the number
of UEs K when SNR = 30 dB. In this figure, we set
Kmax = ⌊ 8K

10 ⌋ so that Kmax increases linearly with K. Inter-
estingly, while the performance of CF-mNTN using sMRT
precoding improves significantly with the number of UEs, that
of CF-mNTN using sZF precoding converges gradually. The
reason is that when the number of UEs is large, the geometric
channel characteristics of distinct UEs become similar, leading
to an increase in the correlation between the channel vectors of
UEs. Note that the performance degradation of ZF precoding
is much more severe in CF-mMIMO. This is because the large
number of UEs increases not only the channel correlation
but also the pilot contamination effect, resulting in a severe
degradation of channel estimation accuracy. However, this is
not the case for CF-mNTN as the estimation of instantaneous
CSI is unnecessary for CF-mNTN.

Fig. 7 shows the sum-rate as a function of κ when κl,k = κ
for all l ∈ L, k ∈ K. We observe that when the Rician K-factor
increases, the performance of the proposed CF-mNTN scheme
increases gradually, whereas those of the single satellite sys-
tems remains unaffected. Recall that in CF-mNTN, the UE
decodes the downlink data using the statistical CSI. Thus,
when the Rician K-factor is high, the LEO satellite channel
is dominated by the deterministic LOS component, leading
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Fig. 7. Sum-rate as a function of Rician K-factor.

Fig. 8. Minimum data rate as a function of the number of antennas.

to reduced beamforming uncertainty (see (19)). Furthermore,
when the Rician K-factor is high (e.g., κ = 30 dB), the per-
formance of CF-mNTN and that of conventional CF-mMIMO
becomes similar as the random NLOS component of the LEO
satellite channel becomes negligible.

Fig. 8 shows the minimum data rate as a function of
the number of antennas N . We see that the proposed
CF-mNTN significantly improves the minimum data rate over
the conventional schemes. For example, when N = 64,
CF-mNTN using sMRT precoding achieves 8.3%, 350%,
373%, and 529% minimum data rate improvements over the
CF-mMIMO system using iMRT precoding, the single satellite
systems using SLNR precoding and sMRT precoding, and
the spot beam-based system, respectively. We also observe
that the data rate gains of CF-mNTN increase with the
number of antennas. In general, as the number of anten-
nas increases, the correlations between the channel vectors
of different UEs decrease. Considering that the key factor
hindering the performance of CF-mNTN is IUI, it is clear
that CF-mNTN would be more effective in massive MIMO
regime.

To observe the performance variation of CF-mNTN under
different system parameters, Fig. 9 shows the minimum data

Fig. 9. Minimum data rate as a function of SNR.

Fig. 10. Cumulative distribution of the number of iterations required to
converge.

rate of CF-mNTN under three different scenarios: 1) a dense
environment with (L, K,N) = (30, 14, 96); 2) a moder-
ate environment with (L, K,N) = (20, 10, 64); and 3) a sparse
environment with (L, K,N) = (10, 6, 32). The performance
of CF-mNTN is maximized in dense environments where
the numbers of satellites, UEs, and antennas are large. This
demonstrates that CF-mNTN is an effective means to ensure
seamless connectivity in LEO satellite mega-constellation
systems.

Fig. 10 shows the cumulative distributions of the num-
ber of iterations needed for the convergence of the inner
layer iteration (SCA-based power allocation), outer layer
iteration (reweighted ℓ2-norm approximation), and total satel-
lite clustering and power allocation algorithm. We observe
that both SCA-based power allocation and reweighted ℓ2-
norm approximation converge within 20 iterations. We also
observe that the proposed algorithm converges within
35 iterations.

VII. CONCLUSION

In this paper, we proposed a user-centric cooperative com-
munication framework called CF-mNTN for xG LEO satellite
mega-constellation systems. In contrast to the conventional
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beam-centric systems where each UE is served by a single
regional spot beam, in CF-mNTN, each UE is served by a
cooperative group of LEO satellites. Since the LEO satellite
clusters are dynamically organized based on the UE’s commu-
nication environments, the handover frequency is substantially
reduced. Moreover, since the inter-satellite interference is
mitigated through the user-centric satellite clustering and
cooperative power control, both the spectral efficiency and
coverage are enhanced significantly. An intriguing feature of
CF-mNTN is that we exploit only the statistical CSI for
the satellite cooperation, data transmission, and reception.
We demonstrated from the achievable rate analysis that the
proposed CF-mNTN achieves higher achievable rates com-
pared to the conventional CF-mMIMO system relying on
the instantaneous CSI owing to the LOS-dominant and fast-
varying characteristics of the LEO satellite channel. Also,
from the numerical evaluations on realistic xG LEO satel-
lite communication environments, we showed that CF-mNTN
is very effective in improving the spectral efficiency and
coverage.

APPENDIX A
PROOF OF THEOREM 1

For brevity, we denote the complex gain gl,k ∈ C of the
LEO satellite channel hl,k as

gl,k ≜
√

κl,kvl,k ejϕl,k +
√

vl,k αl,k . (59)

Then, gl,k ∼ CN (ml,k, vl,k) where

ml,k ≜
√

κl,kvl,k ejϕl,k . (60)

Using gl,k, hl,k in (8) can be rewritten as hl,k = gl,kal,k.
Also, we denote γk,j as the effective channel gain as

γk,j ≜
∑
l∈Lj

pl,jh
H
l,kwl,j =

∑
l∈Lj

pl,jg
∗
l,ka

H
l,kwl,j . (61)

Using γk,j , we can rewrite the desired signal, the beamforming
uncertainty, and the IUI terms in (18)-(20) as

γds
k =

√
ρt E{γk,k} (62)

γ
bu
k =

√
ρtγk,k −

√
ρt E{γk,k} (63)

γ
ui
k,j =

√
ρtγk,j . (64)

Next, we prove the statement in Theorem 1.
Proof: In CF-mNTN, wl,k is a deterministic vector so the
mean and variance of γk,j are computed as

E{γk,j} =
∑
l∈Lj

pl,jml,ka
H
l,kwl,j (65)

V{γk,j} =
∑
l∈Lj

p2
l,jvl,k

∣∣aH
l,kwl,j

∣∣2 . (66)

By substituting wl,k with wsMRT
l,k and wsZF

l,k in (9) and (11),
respectively, we obtain the desired results in (22). ⊠

APPENDIX B
PROOF OF THEOREM 2

Proof: Using hl,k = gl,kal,k and the definition of wiMRT
l,k

in (46), E{γk,j} of CF-mMIMO system is computed as

E{γk,j}

=
∑
l∈Lj

pl,j

E
{
hH

l,kĥl,j

}
√

E
{
∥ĥl,j∥22

} (67)

=
∑
l∈Lj

pl,ja
H
l,kal,j

(
ml,jE

{
g∗l,k

}
+ vl,ja

H
l,jV

−1
l,j E{c}

)
√

N(κl,j + xl,j,j)vl,j

(68)

=
∑
l∈Lj

pl,j

ej(ϕl,j−ϕl,k)√κl,kκl,jvl,k +√vl,jxl,j,k√
N(κl,j + xl,j,j)

aH
l,kal,j

(69)

where c is a random variable defined as

c ≜ g∗l,k

(
ỹl,j −

K∑
i=1

ψH
i ψjml,ial,i

)
(70)

= g∗l,k

( K∑
i=1

ψH
i ψj(gl,i −ml,i)al,i +

1
√

ηt
ñl,k

)
. (71)

Note that (71) is from the definition of ỹl,j in (40). Also,
V{γk,j} of CF-mMIMO system is computed as

V{γk,j} =
∑
l∈Lj

p2
l,j

∣∣aH
l,kal,j

∣∣2V{
ml,jg

∗
l,k+vl,ja

H
l,jV

−1
l,j c

}
N(κl,j + xl,j,j) vl,j

(72)

=
∑
l∈Lj

p2
l,j |aH

l,kal,j |2

N(κl,j + xl,j,j) vl,j

(
|ml,j |2vl,k

+ v2
l,ja

H
l,jV

−1
l,j V{c}V −1

l,j al,j

+ 2ℜ
{
ml,jvl,jCov

{
g∗l,k, c

}
V −1

l,j al,j

})
(73)

where (73) is from the property that V{x + y} = V{x} +
V{y}+ 2ℜ{Cov{x, y}}. From (71), V{c} is computed as

V{c} =
K∑

i=1

∣∣ψH
i ψj

∣∣2 V
{
g∗l,k(gl,i −ml,i)

}
al,ia

H
l,i

+ V
{
g∗l,kñl,k

}
(74)

=
(
|ml,k|2+vl,k

)( K∑
i=1

∣∣ψH
i ψj

∣∣2vl,ial,ia
H
l,i+

σ2
n

ηt
IN

)
(75)

=
(
|ml,k|2+ vl,k

)
Vl,j (76)

where (75) is from the facts that V
{
g∗l,k(gl,i − ml,i)

}
=(

|ml,k|2+vl,k

)
vl,i for all i ∈ K and V

{
g∗l,kñl,k} =

(
|ml,k|2+

vl,k

)σ2
n

ηt
IN . Also, (76) is from the definition of Vl,j in (44).

Similarly, we can obtain

Cov
{
g∗l,k, c

}
= 0T

N . (77)
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By plugging (76) and (77) into (73), we obtain

V{γk,j} =
∑
l∈Lj

p2
l,j |aH

l,kal,j |2

N(κl,j + xl,j,j)vl,j

(
κl,jvl,jvl,k

+ v2
l,j(κl,kvl,k + vl,k)aH

l,jV
−1

l,j al,j

)
(78)

=
∑
l∈Lj

p2
l,j

vl,k

N

(
1 +

κl,kxl,j,j

κl,j + xl,j,j

)∣∣aH
l,kal,j

∣∣2 (79)

where (78) and (79) are from |ml,k|2 = κl,kvl,k and
xl,j,j = vl,ja

H
l,jV

−1
l,j al,j . Finally, by plugging (69) and (79)

to (62)-(64) and then into (47), we obtain the desired
result. ⊠

APPENDIX C
PROOF OF PROPOSITION 1

Proof: When N is sufficiently large, the IUI term γ
ui
k,j

becomes zero due to the mutual orthogonality
∣∣aH

l,kal,j

∣∣ =
Nδk,j (see (61) and (64)). Also, we can rewrite V −1

l,k as

V −1
l,k =

(
AlΣl,kA

H
l +

σ2
n

ηt
IN

)−1

(80)

=
ηt

σ2
n

(
IN −Al

(σ2
n

ηt
Σ−1

l,k + NIN

)−1

AH
l

)
(81)

where Al ≜ [al,1 al,2 · · · al,K ] and Σl,k ≜ diag(
|ψH

1 ψk|2vl,1, |ψH
2 ψk|2vl,2, · · · , |ψH

Kψk|2vl,K

)
. Then, xl,j,k

can be rewritten as

xl,j,k = vl,ka
H
l,jV

−1
l,j al,k (82)

=
ηt

σ2
n

aH
l,j

(
IN−Al

(σ2
n

ηt
Σ−1

l,k + NIN

)−1

AH
l

)
al,k

(83)

= δj,k
ηtNvl,k

ηtNvl,k + σ2
n

. (84)

By plugging (84) into (51), we obtain the desired results. ⊠

APPENDIX D
PROOF OF PROPOSITION 2

Proof: In the regime where SNR and N are high, ρtN≫σ2
n

holds true so one can effectively approximate uk as

uk =
∑
l∈Lk

p2
l,kvl,k +

σ2
n

ρtN
≈

∑
l∈Lk

p2
l,kvl,k . (85)

Also, from the definition of αmin, we have ηtNvl,k ⩾ αminσ2
n

and xl,k,k = ηtNvl,k

ηtNvl,k+σ2
n

⩾ αmin
αmin+1 . Using these, we obtain

tTkxk

tTkxk + 2uk

⩾
αmin

αmin+1

∑
l∈Lk

p2
l,k

κminvl,k

κmin+1
αmin

αmin+1

∑
l∈Lk

p2
l,k

κminvl,k

κmin+1 + 2
∑

l∈Lk
p2

l,kvl,k
(86)

=
κminαmin

(κmin+1)(αmin+1)
κminαmin

(κmin+1)(αmin+1) + 2
. (87)

By comparing qT
k xk and rk, we obtain

qT
k xk =

1
2

∑
l∈Lk

pl,k

√
vl,k

κl,k
xl,k (88)

⩽
1

2κmin

∑
l∈Lk

pl,k
√

κl,kvl,k (89)

=
1

2κmin
rk . (90)

Finally, by using (87), (90), and the condition κmin ⩾ 3+ 1
αmin

,
we obtain the desired result in (58) as

rk(tTkxk)
(qT

k xk)(tTkxk + 2uk)
⩾

2κ2
minαmin

(κmin+1)(αmin+1)
κminαmin

(κmin+1)(αmin+1) + 2
(91)

⩾

2(3αmin+1)2

(4αmin+1)(αmin+1)

(3αmin+1)αmin
(4αmin+1)(αmin+1) + 2

(92)

=
18α2

min + 12αmin + 2
11α2

min + 11αmin + 2
(93)

⩾ 1 . (94)

⊠
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