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Travel Demand Modeling and Estimation
for High-Dimensional Mobility

Jeongyun Kim , Member, IEEE, Andrea Conti , Fellow, IEEE, and Moe Z. Win , Fellow, IEEE

Abstract—The massive amount of data related to spatiotemporal
mobility offers new opportunities to understand human mobility
with applications in various sectors, including transportation, lo-
gistics, and safety. However, the increase in the volume and in
the dimension of mobility data makes it challenging to retrieve
important information and critical features of spatiotemporal mo-
bility. This paper develops a method to estimate probabilistic occur-
rences of travel demands considering interactions between origin,
destination, and departure time. First, we reveal the important
features in the complex structure of mobility data and identify
mobility patterns. Then, we derive a data-driven model, accounting
for mobility patterns, to estimate and predict travel demands. We
quantify the accuracy of the proposed method for a case study using
both New York city yellow taxi trip data and for-hire vehicles trip
data over the entire city. Results show the accuracy of the proposed
method compared to existing approaches.

Index Terms—Intelligent transportation systems, mobility,
spatiotemporal pattern, tensor decomposition, travel demand.

I. INTRODUCTION

MOBILITY information is essential for several applica-
tions, including network management [1], [2], smart

cities [3], [4], intelligent transportation systems [5], [6], and au-
tonomous vehicles [7], [8], [9]. A transportation system leverag-
ing rich mobility information can be a catalyst for improving the
quality of life while ensuring efficiency and sustainability [10].
Over the past decade, large quantities of human movement data,
such as smart phone data [11], [12], taxi trip data [13], and smart
card data [14], [15] have become available. Many researchers
have utilized the data to understand human mobility, evaluate
transportation systems, and provide ways to improve human
mobility. The large quantities of movement data have helped
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researchers understand spatial-temporal structure of cities in
terms of human mobility patterns. At the same time, as data
resolution and the number of data attributes, including origin,
destination, passenger type, and departure time, have increased,
it has become more difficult to uncover major mobility pat-
terns and comprehend the interactions between different data
attributes [16]. Further, predicting the high-dimensional urban
travel demands is challenging [17] because of complicated dy-
namics and high computational complexity.

Various travel demand models have been proposed, includ-
ing the four-step models, activity-based models, and statistical
models [18], [19]. These models provide essential information
for decision making in transport service design, route planning,
and fleet management [20], [21]. As the knowledge of travel
demand in terms of origin and destination has become important
to plan efficient routes for mobility services, origin-destination
(OD) estimation has been actively discussed in the literature.
In many cases, OD demand has been estimated in the form
of an OD matrix whose row and column indices stand for
origin and destination. autoregressive integrated moving average
(ARIMA) [22], [23], Poisson models [23], least-square mod-
els [24], and Kalman-filter [25] are well-known approaches for
estimating time-series travel demand using historical data.

Recently, deep learning methods have been proven effective
in discovering human mobility patterns and modeling high-
dimensional travel demand [26], [27], [28], [29], [30]. This suc-
cess is due to their ability to uncover correlations between travel
demand and contextual data so that these deep learning methods
can enhance the modeling accuracy. However, leveraging this
advantage depends on the accessibility to diverse contextual
data, which can reduce the model generality of the model.
Additionally, computational load must be carefully considered
when using deep learning-based approaches.

Dimensionality reduction approaches have been utilized to
model high-dimensional travel demands [31], [32], [33]. In par-
ticular, decomposition approaches have been applied to discover
low-order substructures that capture complex dynamics of travel
demands and the dependencies among the substructures [34],
[35], [36]. As travel demands can be subject to periodic changes
and display strong spatiotemporal correlations, those from dif-
ferent locations and times frequently share similar patterns [37].
In a two-dimensional setting, trip data have been transformed
into a spatial unit × time matrix, and principal component
analysis and non-negative matrix factorization have been used
to identify spatial and temporal patterns in the matrix [38], [39].
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In a higher-dimensional setting, more attributes such as origin,
destination, day, and passenger type have been considered.
The principal substructures of mobility data and the complex
dependency between the attributes have been revealed using a
non-negative Tucker decomposition model and a non-negative
CANDECOMP/PARAFAC (CP) decomposition model [40],
[41], [42].

Tensor decomposition approaches have been used to pre-
dict future travel demand [43]. Several prediction studies have
applied time-series prediction models to the low-dimensional
principal patterns [43], [44], [45], [46], [47]. In those works,
temporal mobility patterns are first extracted as matrices, and
the future temporal mobility patterns are estimated by applying
ARIMA [46] and long short-term memory (LSTM) [47]. How-
ever, the majority of the OD demand prediction studies over the
past decades have focused more on estimating the quantity of
travel demands and less on the probabilistic characterization of
those demands.

Reliability and resilience become issues in many mobility
services, so a more comprehensive understanding of demand
stochasticity is required for designing robust transportation sys-
tems [48]. Travel demand is inherently variable and uncertain
due to human behavior. Therefore, a stochastic approach is ex-
pected to provide more reliable transportation strategies. In [49],
[50], [51], stochastic travel demand has been estimated using
specific statistical models. In [52], [53], domain knowledge
regarding travelers’ routing behaviors and the physical network
topology have been incorporated in the estimation problems.
While demand estimation has been extensively studied, exist-
ing literature lacks exploration of mobility pattern extraction.
Meanwhile, in mobility demand modeling, mobility patterns and
their interactions have been identified using a multi-dimensional
probabilistic factorization [16]. In [54], to improve the inter-
pretability of transit trip data, a trip activity attribute was con-
sidered in mobility pattern modeling.

In travel demand prediction, there is a lack of research in the
field of probabilistic approaches, and especially on providing
a more comprehensive understanding of demand stochasticity,
indicating the need for further investigation. Moreover, interac-
tions among mobility patterns inherently provide key informa-
tion that can reduce the computational complexity and increase
the prediction accuracy. The fundamental questions related to
inferring a mobility demand model are listed in the following.
� How can mobility patterns and their temporal interactions

be described to gain a comprehensive understanding of
demand stochasticity?

� How to leverage low-dimensional patterns to improve the
accuracy of the future travel demand prediction?

The answers to these questions enable a clear understanding
of requirements for modeling and estimating travel demands
in the face of growing complexities and volumes of mobility
data. The goal of this paper is to develop a method to estimate
probabilistic occurrences of travel demands considering inter-
actions between origin, destination, and departure time. We aim
to design an estimation algorithm to infer probabilistic mobility
patterns, allowing to reveal the complex structure inherent in the

mobility data, thus estimating future travel demands using the
probabilistic mobility patterns. We advocate the importance of
exploiting temporal interactions among OD patterns to estimate
the future demand accurately with computation efficiency.

This paper proposes a probabilistic method for travel demand
estimation.1 We determine probabilistic OD basis patterns and
temporal interactions from high-dimensional mobility data, and
use them to model uncertainties inherent in travel behaviors. We
also exploit the OD basis patterns and temporal interactions in
predicting occurrence probability of travel demand. The key
contributions of this paper are summarized in the following.
� We propose a method to estimate the travel demand distri-

bution for characterizing the spatial basis patterns and their
temporal interactions.

� We develop an efficient prediction method for future travel
demands by using the extracted spatiotemporal patterns
to achieve high prediction accuracy and high computation
efficiency.

� We apply the proposed methods to both the yellow taxi
and the for-hire vehicles trip data in New York city for
extracting mobility patterns, showing that the proposed
prediction method outperforms the existing ones.

The remainder of the paper is organized in the following:
Section II presents an approach for modeling and estimating
travel demand. Section III presents a method for predicting
future travel demand distribution. Section IV provides modeling
and estimation results using New York yellow taxi and for-hire
vehicle trip data. Finally, Section V gives our conclusions.

Notations: Random variables are displayed in sans serif,
upright fonts; their realizations in serif, italic fonts. Vectors
and matrices are denoted by bold lowercase and uppercase
letters, respectively. For example, a random variable and its
realization are denoted by x and x; a random vector and its
realization are denoted by x andx; a random matrix and its reali-
zation are denoted by X and X , respectively. Sets and random
sets are denoted by upright sans serif and calligraphic font,
respectively. For example, a random set and its realization are
denoted by X and X , respectively. The indicator function of a
setA is denoted by 1A, i.e., 1A(x) = 1 if x ∈ A and 1A(x) = 0
if x /∈ A. The transpose of X is denoted by XT.

II. ESTIMATION OF TRAVEL DEMAND PROBABILITY

DISTRIBUTION

This section presents a novel method for travel demand es-
timation. Specifically, we employ a probabilistic factorization
approach to uncover OD basis patterns and temporal interactions
among the origin basis patterns and destination basis patterns,
thus characterizing the complex mobility in high-dimensional
and large-scale trip dataset. The extracted OD basis patterns and
temporal interactions can be utilized for accurate and efficient
prediction of future trips in the following section. The framework
of the proposed approach for the travel demand modeling is
described in Fig. 1.

1A part of this work was presented in a conference version [33].
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Fig. 1. Framework for estimation and prediction of travel demand.

A. Probabilistic Travel Demand Model

A set of observed trip data X � {xi; i = 1, 2, . . . , n} is
composed with realizations of the independent and iden-
tically distributed (i.i.d.) random trips xi � [oi di ti]

T hav-
ing probability mass function (PMF) fx(x). The random
variables oi, di, and ti respectively represent the indices of
the origin, destination, and departure time of the i-th trip
such that oi ∈ {1, 2, . . . ,Wo}, di ∈ {1, 2, . . . ,Wd}, and ti ∈
{1, 2, . . . ,Wt}. The origin and destination are locations where
each trip begins and ends. For example, they are specific lo-
cations such as bus stops, zones, and cities. The i-th trip data
realization is expressed as

xi = [oi di ti ]
T , ∀i = 1, 2, . . . , n. (1)

The spatial and temporal probability distribution of travel de-
mand can be expressed as a Wo ×Wd ×Wt tensor V . Each
element of V is defined as

[V ]co,cd,ct = fx
([
co cd ct

]T )
(2)

where co, cd, and ct are the indices of the origin, destina-
tion, and time of V , respectively. The tensor V is com-
posed with Wt OD matrices, and each OD matrix satisfies∑Wo

co=1

∑Wd

cd=1 [V ]co,cd,ct = 1, ∀ct.
We aim to discover the probabilistic OD basis patterns inher-

ent in the trip data X together with their probabilistic temporal
interactions based on a probabilistic factorization approach. To
this end, we design a modeling method to satisfy the following
conditions for the spatial basis patterns and temporal interac-
tions: i) the sum of the elements of each spatial basis pattern and
temporal interaction is 1 and ii) each element is larger than and
equal to 0. To satisfy these conditions for achieving the desired
result, we employ a probabilistic factorization approach. This
approach allows to capture the complicated dependence and high
order interactions among origins and destinations. In addition,
the revealed OD basis patterns and the temporal interactions
are utilized in future travel demand estimation to reduce the

Fig. 2. Example of Θ(o) and Θ(d) when Wo = 4, Wd = 5, Ko = 2, and
Kd = 3.

computation load significantly, which will be discussed in the
following section.

Latent class models are applied in this paper to infer the
distribution fx(x) for establishing a connection between ob-
served multivariate categorical data and a set of latent classes.
This connection is essential to capture the interactions between
OD basis pattern. To extract meaningful patterns from high-
dimensional data, a common approach is to aggregate data into
lower-dimensional structures using categorical distribution [55],
[56]. Following this approach, the distribution fx is modeled as a
categorical distribution with a parameter Θ, i.e., gx(x;Θ) with

Θ �
[
Θ(o) Θ(d)

]
(3)

whereΘ(o) andΘ(d) denote the OD basis patterns, respectively.
Let Ko and Kd denote the numbers of origin basis patterns
and destination basis patterns, respectively, extracted from the
observed trip data X . Consequently, the matrices Θ(o) and
Θ(d) have dimensions Ko ×Wo and Kd ×Wd, respectively.
Each row of Θ(o) and Θ(d) indicates an origin pattern and
a destination pattern, respectively, representing a probability
distribution of a trip occurrence that accounts for the importance
of the locations. Specifically, the ko-th row of Θ(o) is the ko-th
origin pattern and denoted as θ

(o)
ko

, ko = 1, 2, . . . ,Ko. Each

element of θ
(o)
ko

, which is denoted as θ
(o)
co,ko

, represents how
important the co-th cell is in the ko-th origin pattern. Similarly,
θ
(d)
cdkd

is the element of θ(d)
kd

. Since each pattern is a probability

distribution, we have
∑Wo

co=1 θ
(o)
coko

= 1 and
∑Wd

cd=1 θ
(d)
cdkd

= 1.
For example, consider a set of trip data composed with four
origins and five destinations (Wo = 4 and Wd = 5). Since we
want to find macroscopic movement patterns based on the trip
data, the number of OD basis patterns is set to be smaller than
that of the origins and destinations, e.g. Ko = 2 and Kd = 3 in
Fig 2. Specifically, the number of basis patterns determines the
capacity of the model. More basis patterns can describe the trip
patterns in more detail, which may help to better fit to the data
but makes difficult to interpret the modeling result and requires
higher computation loads.

A core tensor Π is defined as temporal interaction infor-
mation among Θ(o) and Θ(d). Given that there are Ko origin
patterns and Kd destination patterns, this results in KoKd
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Fig. 3. Probabilistic travel demand modeling.

possible interactions for each time. Over Wt time instants, the
number of possible interactions is KoKdWt, and the dimension
of Π is Ko ×Kd ×Wt. For each time index ct, the proba-
bility that a trip belongs to the ko-th origin pattern and the
kd-th destination pattern is defined as πctkokd

, which satisfies∑Ko

ko=1

∑Kd

kd=1 πctkokd
= 1.

The occurrence probability of xi = xi is modeled by a pa-
rameterized function as

gx(xi;Θ) = P {xi = xi;Θ}

=

Ko∑
ko=1

Kd∑
kd=1

πtikokd
θ
(o)
oiko

θ
(d)
dikd

(4)

which depends on Θ and Π . In (4), θ(o)oiko
is the probability of

oi = oi given that oi belongs to the ko-th origin pattern, and
θ
(d)
dikd

is the probability of di = di given that di belongs to the
kd-th destination pattern. The proposed probabilistic modeling
of travel demand is described in Fig. 3. The temporal occurrence
probability of trips belonging to the ko-th origin pattern and the
kd-th destination pattern is obtained by using the ko-th origin
pattern from Θ(o), kd-th destination pattern from Θ(d), and the
corresponding temporal interactions from Π . Once we have the
patterns in Θ(o) and Θ(d) as well as their temporal interactions
in the core tensor Π , the tensor V in (2) can be obtained as

V ≈ (
Θ(o)

)T
ΠΘ(d). (5)

B. Model Inference

To find Θ that maximizes the occurrence probability of xi =
xi in (4), we estimateΘ with respect to the maximum likelihood
criterion. For tractable maximum likelihood estimation of Θ
using the expectation-maximization (EM) algorithm, we intro-
duce latent variables zi ∈ {[ko kd]

T|ko = 1, 2, . . . ,Ko, kd =
1, 2, . . . ,Kd} on the joint membership across all combinations
of the OD basis patterns. From (4), the joint probability of
xi = xi and zi = zi for all i = 1, 2, . . . , n is given by

fX,Z(X ,Z;Θ) =

n∏
i=1

Ko∏
ko=1

Kd∏
kd=1

[
πtikokd

θ
(o)
oiko

θ
(d)
dikd

]1Zo,d (zi)

(6)

where

Z � {zi : i = 1, 2, . . . , n}
Zo,d � {zi ∈ Z : zi = [ko kd]

T}.

The EM algorithm consists of two main steps: the expec-
tation step (E-step) and maximization step (M-step). The EM
algorithm first initializes Θ and Π randomly. Then, E-step
and M-step successively approximate Θ until the convergence
criterion |Θ[m] −Θ[m−1]| < ε is met, whereΘ[m] is an updated
Θ at the m-th iteration, and ε is the convergence tolerance.
� E-step: compute the expected log-likelihood ofΘ, denoted

by Q(Θ|Θ[m−1]), as follows

Q
(
Θ|Θ[m−1]) (7)

= EZ|X;Θ[m−1]

{
log fX,Z (X ,Z;Θ) |X ;Θ[m−1]

}

=
n∑

i=1

Ko∑
ko=1

Kd∑
kd=1

(
γkokd
i

)[m]

×
[
log πtikokd

+ log θ
(o)
oiko

+ log θ
(d)
dikd

]
(8)

where
(
γkokd
i

)[m]

� Ezi|xi;Θ[m−1]

{
1{zi:zi=[ko kd]T}(zi)|xi;Θ

[m−1]
}

= P

{
zi = [ko kd]

T |xi;Θ
[m−1]

}
. (9)

� M-step: update Θ given by

Θ[m] = argmax
Θ

Q(Θ|Θ[m−1])

subject to
Wo∑
co=1

θ
(o)
coko

= 1, ko = 1, 2, . . . ,Ko

Wd∑
cd=1

θ
(d)
cdkd

= 1, kd = 1, 2, . . . ,Kd.

(10)
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Algorithm 1: Inference of Θ and Π .
Require: X
Initialize: Θ[0], Π [0]

1: m← 0
2: while |Θ[m] −Θ[m−1]| > ε do
3: m← m+ 1
4: Update γkokd

i , ∀i, ko, kd using (11)
5: Update Θ[m] using (12a) and (12b)
6: Update Π [m] using (13)
7: end while

Return: Θ[m], Π [m]

In (8), γkokd
i can be updated by applying the Bayes’ theorem as

follows,

(γkokd
i )[m] =

(πtikokd
)[m−1]θ(o)oiko

θ
(d)
dikd∑Ko

k′o=1

∑Kd

k′d=1 (πtik′ok′d)
[m−1]θ(o)oik′o

θ
(d)
dik′d

(11)

where (πtikokd
)[m−1] denotes them-th updated value of πtikokd

.
Notice that the problem in (10) is convex, hence the local opti-
mum is the global optimum. For this reason, the optimal solution
for the problem can be found by using Lagrange multiplier
method, and the new value of Θ[m] is updated as

(
θ
(o)
coko

)[m]
=

∑n
i=1

∑Ko

k′o=1

∑Kd

k′d=1 1{(oi,k′o):oi=co,k′o=ko}(oi, k
′
o) (γ

k′ok′d
i )[m]

∑n
i=1

∑Ko

k′o=1

∑Kd

k′d=1 1{k′o:k′o=ko}(k′o) (γ
k′ok′d
i )[m]

(12a)
(
θ
(d)
cdkd

)[m]
=

∑n
i=1

∑Ko

k′o=1

∑Kd

k′d=1 1{(di,k′d):di=cd,k′d=kd}(di, k
′
d) (γ

k′ok′d
i )[m]

∑n
i=1

∑Ko

k′o=1

∑Kd

k′d=1 1{k′d:k′d=kd}(k
′
d) (γ

k′ok′d
i )[m]

(12b)

where (θ(o)coko
)[m] and (θ

(d)
cdkd

)[m] denote the m-th updated values

of θ
(o)
coko

and θ
(d)
cdkd

, respectively. Since each element of Π
corresponding to the ct-th time represents the probability that a
trip at the time belongs to the ko-th origin pattern and the kd-th
destination pattern, each element of Π [m] is updated based on
(9) as

(πctkokd
)[m] =

1

nct

nct∑
ict=1

(γkokd
i )[m] (13)

where ict denotes the index of the observed trip data xi

that has the departure time ti belonging to ct, and nct =∑Wo

co=1

∑Wd

cd=1

∑n
i=1 1{(oi,di,ti):oi=co,di=cd,ti=ct}(oi, di, ti).

The EM algorithm is summarized in Algorithm 1.

III. PREDICTION OF TRAVEL DEMAND PROBABILITY

DISTRIBUTION

In this section, we aim to show that the proposed travel
demand estimation method can be effectively utilized in future
travel prediction. Since the temporal interactions are extracted
into the tensor Π with a reduced dimension of ct ×Ko ×Kd,
the proposed decomposition-based method enables to reduce
computation load of future travel prediction and improve predic-
tion accuracy. We present a computationally efficient prediction
method that can be combined with different prediction algo-
rithms including dynamic mode decomposition (DMD)-based,
LSTM-based, and ARIMA-based algorithms.

A. Problem Description

Classical prediction methods in time domain rely on the direct
use of the historical data V ct as inputs for algorithms. In com-
plex urban environment, however, the dimension of each matrix
V ct is prohibitively large. This requires a high computation load
for prediction, which may cause inaccurate prediction under
limited computational resources.

To enable an accurate prediction even for large-scale mo-
bility data, we propose an efficient method for predicting the
probability distribution of travel demand. In particular, we only
use the extracted temporal interactions Πct instead of the full
matrices V ct . This approach is based on the intended feature of
our spatiotemporal pattern extraction described in Section II,
meaning that the spatial basis patterns are static over time.
Specifically, the distribution of future travel demand can be
obtained by

Ṽ ct =
(
Θ(o)

)T
Π̃ctΘ

(d) (14)

where Π̃ct is the predicted temporal interactions between Ko

origin patterns and Kd destination patterns. Based on (14), we
can utilize different prediction algorithms (i.e., DMD-based,
LSTM-based, and ARIMA-based algorithms) for predicting
Π̃ct using the matrices Πct , ct = 1, 2, . . . ,Wt each with the
size of Ko ×Kd such that KoKd �WoWd.

B. Dynamic Mode Decomposition-Based Algorithm

DMD is a popular tool of data-driven matrix decomposition
technique that is developed using Koopman operator theory [57].
This consists in a modal decomposition algorithm that belongs
to the family of singular value decomposition (SVD). This
algorithm has a strength in providing insights into the underlying
dynamics of the data by extracting spatiotemporal interactions.
By identifying dynamic modes and corresponding eigenvalues,
it is possible to characterize the complex behavior of sequential
travel demands.

Among the temporal interaction matrices Πct , h matrices
are used as inputs for the DMD, where h ≤Wt. The vectorized
form of Πct is denoted by yct = vec(Πct) ∈ [0, 1]KoKd . The
h temporal interaction matrices can be expressed by the matrix
Y as

Y = [ y1 y2 · · · yh ]. (15)
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Algorithm 2: Estimation of the Operator Matrix A.
Require: Y1,Y2

1: Apply SVD of Y1 to get P , Σ, and QT using (18)
2: ComputeÃ using (20)
3: Compute the eigendecomposition ofÃ to get Λ and

W using (21)
4: Compute Φ using (22)

Return: Φ,Λ

From (15), we can generate two matrices Y1 and Y2, which can
be defined:

Y1 = [ y1 y2 · · · yh−1 ] (16a)

Y2 = [ y2 y3 · · · yh ]. (16b)

The goal of DMD is to estimate the linear operator matrix A
with the size of (KoKd ×KoKd) that satisfies the following
approximation:

Y2 ≈ AY1. (17)

The matrix A can be obtained by solving a least square problem
minA ||Y2 −AY1||2F . However, in many practical applications,
the dimension of OD matrices is large, which makes it difficult
to directly solve the least square problem. To overcome this
challenge, the DMD algorithm finds the eigenvectors and eigen-
values of the matrix A using Koopman approximation [58].

By applying SVD of Y1 as [59],

Y1 ≈ PΣQT (18)

whereΣ ∈ R
r×r is a diagonal matrix containing the r dominant

singular values of Y1, while P ∈ R
KoKd×r and Q ∈ R

(r−1)×r

are orthogonal matrices representing the left and right singular
vectors, respectively. The low rank approximation in (18) is
used to reduce the computational complexity from using large
dimensional trip data. From (17) and using (18), A can be
represented as

A ≈ Y2 QΣ−1PT. (19)

From (19), the low-rank matrix Ã can be obtained by projection
of A as

Ã = PTAP = PTY2 QΣ−1. (20)

Then, we can compute the eigendecomposition ofÃ as

ÃW = WΛ (21)

where W is the eigenvector matrix and Λ is the diagonal matrix
of eigenvalues. A dynamic mode matrix Φ, which contains
eigenvectors of A, can be obtained as [57]

Φ = Y2 QΣ−1W . (22)

The main steps of DMD algorithm that estimates A are summa-
rized in Algorithm 2.

Using the dynamic mode matrixΦ obtained from Algorithm 2
based on y1,y2, . . . ,yl, the future temporal interaction at the

ct-th time can be estimated as

ỹct = ΦΩct−1b (23)

where Ωct = ξctdiag(eλ1ct , eλ2ct , . . . , eλrct), b = Φ†y1, and
ct > h. The matrix Φ† denotes the Moore-Penrose inverse of
Φ. The eigenvalues in Λ are denoted by λ1, λ1, . . . , λr. The
normalization factor ξct ensures that 1Tỹct = 1, where 1 is the
one-vector. From ỹct , the estimated temporal interaction Π̃ct

between Θ(o) and Θ(d) at the ct-th time can be obtained.

C. Long Short-Term Memory-Based Algorithm

To predict the future temporal interactions, we use the LSTM
network, which is capable of learning the nonlinear dynamics of
sequential data in a form of recurrent neural network (RNN). The
tensorΠ not only relates the OD basis patterns in complex space
domain, but also involves nonlinear dynamics in time domain. In
this regard, the LSTM network can be effectively used to learn
both the spatial relations and the temporal interactions in Π by
exploiting neural networks with both long-term and short-term
memories.

For efficient prediction of complex travel demand distribution,
the LSTM-based algorithm uses a neural network that consists
of multiple hidden LSTM layers and fully connected layers.
The number of units per LSTM layer affects how well the
model describes the spatial relation inherent in each matrixΠct ,
while the number of hidden LSTM layers affects the ability to
capture hierarchical temporal structure of the tensor Π . For the
given input sequence Y in (15), the LSTM network outputs the
predicted temporal interaction at a desired time.

D. Autoregressive Integrated Moving Average-Based
Algorithm

Since travel demand is non-stationary in many complex envi-
ronments, an ARIMA model is adopted to capture the dynamic
temporal interactions in Π . An ARIMA model is expressed as
ARIMA(p, l, q)where the parameters p, l, and q denote the order
of the autoregressive model, the degree of differencing, and the
order of the moving-average model, respectively. For given tem-
poral interactions πct,ko,kd

, ct = 1, 2, . . . , h, an ARIMA model
is given in [60] as

(
I0−

p∑
i=1

αiS
i
b

)
(I0 − Sb)

l πct,ko,kd
= ζ+

(
I0 +

q∑
i=1

βiS
i
b

)
εct

(24)

for given ko and kd, where the identity operator and backward
shift operator are defined for data sequences in time domain as

I0 πct,ko,kd
= πct,ko,kd

(25a)

Sb πct,ko,kd
= πct−1,ko,kd

. (25b)

Applying the backward shift operator l times to πct,ko,kd
shifts

the data backward as S
l
b πct,ko,kd

= πct−l,ko,kd
. Using (25a)

and (25b), the l-th order difference in (24) can be expressed
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recursively as

(I0 − Sb)
l πct,ko,kd

= (I0 − Sb)
l−1 (I0 − Sb) πct,ko,kd

(26a)

= (I0 − Sb)
l−1 (πct,ko,kd

− πct−1,ko,kd
) .

(26b)

In (24), αi and βi are the parameters of the autoregressive
part and of the moving average part, respectively, while ζ is a
constant. The noise εct is assumed to follow the independent
Gaussian distribution with zero mean and unit variance. To
determine the parameters p, l, and q, the step-wise algorithm
in [60] is used for a given Π . Then the optimal parameters αi,
βi, and ζ are computed to maximize the likelihood for given p,
l, and q.

IV. CASE STUDY

This section provides results determined by applying the
proposed demand estimation method to two large-scale taxi trip
datasets.

A. Data Description

We use two datasets of taxi trip records in New York city:
(i) the yellow taxi trip data; and (ii) the high-volume for-hire
vehicles (HVFHVs) trip data. The Taxi and Limousine Commis-
sion provides access to the taxi trip data starting from 2009 [61].
These data have been frequently used in various works for
urban mobility analysis and future demand prediction [62], [63].
Yellow taxis represent the conventional taxi service, whereas
HVFHVs provide pre-arranged trip services that include Uber
and Lyft. These two trip datasets provide a variety of information
including: origin; destination; departure and arrival date/time;
trip distance; fares; and payment types. The origins and destina-
tions are identified by 265 taxi zones, of which 69 in Manhattan.
We use origin zone ID, destination zone ID, and departure time
among the data attributes in both datasets.

B. Identification of Trip Patterns

A single trip is represented by a triplet composed with origin
zone ID, destination zone ID, and departure time as in (1).
Applying the demand modeling method proposed in the previous
section to real-world trip data of New York city, we identify basis
patterns and temporal interactions and model the trip occurrence
probability of the high-dimensional and large-scale urban travel
demand. The modeling period spans over 10 days, from March
5-th to March 14-th. In such period, the number of trips by yellow
taxis is 2,701,464 and that by HVFHVs is 7,706,061. Within
this timeframe, the yellow taxi data encompass 28,102 observed
OD pairs that have passengers, with a minimum number of
passengers of 1 and a maximum number of 119. Meanwhile,
the HVFHVs trip data includes 55,635 observed OD pairs, with
a minimum number of passengers of 1 and a maximum number
of 49. The time domain is aggregated in 30-minute intervals,
which results in a total of 265× 265× 48× 10 = 33, 708, 000
possible combinations. The convergence tolerance ε of Algo-
rithm 1 is set to 10−6.

Fig. 4. Impact of the number of basis patterns on modeling accuracy.

1) Performance Evaluation: The accuracy of the proposed
model in (14) is evaluated by comparing it with the probability
distribution given by the sample mean of the taxi trip data such
that

[V ]co,cd,ct ≈
1∑Wo

c′o=1

∑Wd

c′d=1 [V
′]c′o,c′d,ct

[V ′]co,cd,ct (27)

where

[V ′]co,cd,ct =
n∑

i=1

1{(oi,di,ti):oi=co,di=cd,ti=ct} (oi, di, ti).

The Jensen-Shannon divergence (JSD) between two probability
distributions (14) and (27) is used as a metric to determine the
model accuracy, specifically

η
(
V ct , Ṽ ct

)
=

1

2

Wo∑
co=1

Wd∑
cd=1

[V ]co,cd,ct log
( [V ]co,cd,ct
[M ]co,cd,ct

)

+
1

2

Wo∑
co=1

Wd∑
cd=1

[Ṽ ]co,cd,ct log
( [Ṽ ]co,cd,ct
[M ]co,cd,ct

)

(28)

where M = (V + Ṽ )/2. The JSD in (28) measures the dis-
tance between the distributions V ct and Ṽ ct . It is employed to
assess the extent to which Ṽ ct diverges from V ct . The JSD is
non-negative and symmetric; it becomes zero if and only if two
distributions are identical.

Fig. 4 shows how the accuracy of the proposed model changes
according to the number of basis patterns. It can be noticed that
the JSD decreases with the number of basis patterns. Each box
plot has modeling results for all time periods. Since the number
of basis patterns represents the variety of sources available
for describing travel demands, having a large number of basis
patterns enhances the model’s ability to describe travel demands
in detail.

Fig. 5 shows the impact of the number of trip data n used
for modeling to the model accuracy using yellow taxi data and
HVFHVs trip data. The modeling target area in Fig. 5(a) is New
York city, while that in Fig. 5(b) is Manhattan. In both cases, Ko

and Kd are set to 10. In Fig. 5(a), the demand of yellow taxis in
New York city rises near 8,000 at 9:00 am and then declines, but
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Fig. 5. Temporal changes in modeling accuracy and the number of trip data n.

remains above 6,000 during the morning and the early afternoon.
In Fig. 5(b), the demand of HVFHVs in Manhattan also rises near
8,000 at 9:00 am and then declines sharply. These two results
show that the model accuracy changes in the opposite trend to
the changes in n. The JSD decreases with the number of data
used. In Fig. 5(b), when more than 8,000 trip data are used, the
JSD is below 0.09. Considering New York city has 265 zones
and Manhattan has 69, a sufficient number of basis patterns are
configured in HVFHVs trip modeling relative to the number of
zones. Consequently, this leads to higher modeling accuracy in
HVFHVs trip modeling than yellow taxi trip modeling. From
Figs. 4 and 5, it can be noticed that the number of basis patterns
and the amount of trip data sufficient to describe complex trip
behaviors are key factors in improving the accuracy of modeling
trip behaviors.

2) Origin and Destination Basis Patterns: To analyze the
modeling result in more detail, the OD basis patterns of yellow
taxi trips and HVFHVs trips are plotted in Figs. 6 and 7, display-
ing the basis patterns Θ(o) and Θ(d) derived from yellow taxi
trip data when Ko = Kd = 10. To better visualize the pattern
configuration, the values in each column are rescaled to 0-1
so that θ

′(o)
coko

= θ
(o)
coko

/max(θ(o)
ko

). Note that Manhattan areas
exhibit strong patterns in most of Θ(o) and Θ(d) in yellow taxi
trip data. Divided into various subregions of Upper Manhattan,
Lower Manhattan, and Midtown Manhattan, East Manhattan,

and West Manhattan, each area contributes to the composition
of overall trip patterns. We can find that adjacent neighborhoods
in Manhattan are grouped in the same pattern in many cases,
which indicates that they share the similar movements. For
example, Midtown and Lower Manhattan areas are grouped in
θ
(o)
2 , θ(d)

1 , and θ
(d)
2 . Meanwhile, we can observe that a pattern

can include areas that are separately located. For example, trips
to and from John F. Kennedy (JFK) International Airport and
LaGuardia Airport, which constitute a major movement in New
York city, are grouped in θ

(o)
6 ,θ

(o)
7 ,θ

(o)
9 ,θ

(o)
10 ,θ

(d)
6 , and θ

(d)
10 .

Additionally, several zones in Brooklyn and Queens, which
are near to Manhattan or airports, exhibit distinct patterns in
θ
(o)
9 ,θ

(o)
10 ,θ

(d)
9 and θ

(d)
10 .

Figs. 8 and 9 exhibit clear distinct patterns of HVFHVs trips
compared to those observed in yellow taxi trip data. While the
basis patterns of yellow taxi trips are predominantly grouped
within Manhattan, those of HVFHVs trips extend throughout all
five boroughs in New York city, including Manhattan, Brooklyn,
Queens, the Bronx, and Staten Island. In March 2019, the
percentage of trips having both origin and destination within
Manhattan stood at 84.1% for yellow taxi trips and 31.4% for
HVFHVs trip trips. This indicates a notable discrepancy, sug-
gesting that Uber and Lyft cater to a larger portion of passengers
outside Manhattan, whereas yellow taxis primarily serve within
Manhattan. This aligns with what can be inferred from the OD
basis patterns shown in Figs. 8 and 9.

All patterns exhibit a group formed by adjacent zones, which
indicates that nearby areas share similar trip behaviors, con-
sistent with observations in yellow taxi trip cases shown in
Figs. 6 and 7. Additionally, θ(o)

4 and θ
(d)
4 encompass Midtown

Manhattan areas, LaGuardia airport, and JFK airports, showing
a similarity in trip patterns between these regions. For instance,
when there is high demand for trips to the airports, there is
also increased demand for trips to Midtown Manhattan. In
Queens and Brooklyn, each area is divided into regions closed
to Manhattan and those that are not. Similarly, within Manhattan
itself, lower and upper regions exhibit distinct trip patterns.

3) Temporal Interactions Between Patterns: Fig. 10 shows
heat maps of Πct that are extracted in travel demand modeling
using yellow taxi trip data from 4:00 am to 9:00 am. We can find
the gradual changes in Πct over time. To figure out changes in
mobility during the time period, we need to look into Figs. 6, 7,
and 10 together in a comprehensive way. One of the noticeable
changes in Πct is the decrease in the trips to the regions in

θ
(d)
8 , which is composed of West Manhattan. Trips originated

from the regions in θ
(o)
1 and arriving to the regions in θ

(d)
4

increase. The corresponding trips are from Lower Manhattan to
East Manhattan. These trips have consistently many number of
passengers during morning. Trips from regions inθ(o)

6 to regions

in θ(d)
9 , from regions in θ(o)

7 to regions in θ(d)
1 , from regions θ(o)

9

to regions in θ
(d)
10 , and from regions in θ

(o)
8 to regions in θ

(d)
3

are the corresponding trips. Analyzing the temporal changes
in travel demand is made easier by the significantly reduced
dimension of Πct compared to the original OD matrix. This
reduction enables to capture the major temporal changes. In the
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Fig. 6. Geographical representation on Θ(o) of yellow taxi trip data when Ko = 10.

Fig. 7. Geographical representation on Θ(d) of yellow taxi trip data when Kd = 10.

next section, we will explore additional benefits of the reduced
dimension of Πct in future demand prediction.

C. Travel Demand Prediction

From the previous section, it is found that Π slowly changes
over a period of time. Based on the observed changes, we predict
the future Π and produce the future OD matrix using Θ to
reduce the computation of predicting the future travel demand

probability distribution. The prediction accuracy is measured
using the JSD based on the actual future demand distribution in
a similar way to how modeling accuracy is measured.

For the DMD-based prediction algorithm and LSTM-based
prediction algorithm, h is set to 17 and 4, respectively. The
LSTM network is trained and validated using 80% and 20%
of 9-day-long data, respectively, and we test the trained the
LSTM network using the rest 1-day-long data. The network
architecture uses the first two layers of 128 LSTM cells, followed
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Fig. 8. Geographical representation on Θ(o) of HVFHVs trip data when Ko = 10.

Fig. 9. Geographical representation on Θ(d) of HVFHVs trip data when Kd = 10.

by a fully-connected dense layer of 256 neurons and a final
dense output layer containing as many cells as the number of
outputs. The LSTM network is trained by the Adam optimizer,
employing the mean square error (MSE) as the loss function.
The learning rate and number of epochs are set to 0.001 and
1,000, respectively. For the ARIMA-based prediction algorithm,
h is set to 29. The parameters p, l, and q for each temporal
interaction pair and OD pair are determined using a step-wise
algorithm [60].

Fig. 11 shows the prediction accuracy when the proposed
pattern-based prediction method, combined with ARIMA,
DMD, and LSTM, predicts the yellow taxi travel demand in New
York city. For the pattern-based prediction method, the travel
demand model with Ko = Kd = 10 is used. Meanwhile, the
baseline method uses the whole OD demand matrices as inputs of
the prediction. Since the dimension of the input in the proposed
method is only 10× 10 and that of the OD matrix-based method
is 265× 265, the dimension of the input data is only 0.14%
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Fig. 10. Grid heat maps of Π for Ko = Kd = 10.

Fig. 11. Prediction accuracy of the proposed pattern-based prediction method using yellow taxi trip data in New York city. The dimension of the input data in
the proposed method is only 10× 10, while that in OD matrix-based prediction is 265× 265.

in the proposed method compared to the conventional predic-
tion method. Nevertheless, the proposed method shows better
prediction accuracy in most of the cases. This result indicates
that Θ(o) and Θ(d) can express complex movements in the
reduced dimension. In more detail, the ARIMA shows the worst
performance in both prediction methods compared to the DMD
and LSTM. While the LSTM shows steady performance across
different prediction time horizons, the prediction accuracy of
DMD varies on the prediction time horizon. For the short-term
prediction in Fig. 11(a), DMD shows the highest prediction
accuracy. However, as the prediction time horizon gets longer,
the accuracy decreases in Fig. 11(b) and (c).

Fig. 12 shows the prediction accuracy result for the HVFHVs
travel demand in Manhattan. For the pattern-based prediction
method, the travel demand model with Ko = Kd = 10 is used.

In the baseline prediction method, the dimension of the input
is 69× 69. In this case, the dimension of the input data is
2.10% in the proposed method compared to the baseline pre-
diction method. The proposed method outperforms the baseline
prediction method in all cases, and its performance is more
improved compared to Fig. 11. The reason of the improvement
in the prediction performance is that the relative number of the
patterns used increases compared to the dimension of original
OD matrices. In addition, when the proposed prediction method
is combined with LSTM, it shows significant improvement and
the best performance.

The probability distribution of predicted travel demand can
be used as a model for generating future travel demand, con-
sidering the variability and uncertainty in travel demand. The
model generates numerous travel demand scenarios essential
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Fig. 12. Prediction accuracy of the proposed pattern-based prediction method using HVFHVs trip data in Manhattan. The dimension of the input data in the
proposed method is only 10× 10, while that in OD matrix-based prediction is 69× 69.

Fig. 13. Prediction of the number of trips of specific OD pairs in yellow taxi travel demand.

for evaluating transportation operational strategies, such as taxi
dispatching and bus scheduling. In Fig. 13, 10,000 trip scenarios
per a time period are generated using the probability distribution
of yellow taxi travel demand predicted by the proposed LSTM-
based prediction model. In each scenario, trips are generated
and then distributed across OD pairs according to the predicted
probability distribution. Fig. 13 showcases the resulting number
of trips for four specific OD pairs, considering prediction time
horizons of 3 hours and 6 hours, while the actual number of
trips is represented by the black line. Fig. 13(a) and (b) show
outcomes for trips originating from and arriving at Union square,
located in Midtown Manhattan, while Fig. 13(c) and (d) present
results for trips originating from and arriving at Harlem, also
located in Upper Manhattan. Observation reveals fluctuations in

the numbers of trips from and to both Union square and Harlem
over different time periods, with peaks typically occurring at
18:00 or 18:30, followed by a decline. This result demonstrates
that the probability distribution of predicted travel demand
accurately captures major temporal travel patterns including
peak demand periods. Consequently, this validates the accuracy
of the predicted future probability distribution, underlining the
practicality of the proposed modeling and prediction method.

V. CONCLUSION

This paper has proposed a novel method for characteriz-
ing and predicting the probability distribution of large-scale
trip data. The method reveals OD basis patterns and their
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temporal interactions by applying probabilistic tensor decom-
position approach. To infer a probability distribution of travel
demand, a latent class model is adopted and an EM algorithm
is designed. In future travel demand prediction, the OD basis
patterns and their temporal interactions are utilized to enable an
accurate prediction for large-scale mobility data. By predicting
the future temporal interactions and obtaining the probability
distribution of future travel demand, it is shown that the com-
putation load is reduced significantly. The DMD-based, LSTM-
based, and ARIMA-based prediction algorithms are combined
with the proposed prediction method. We quantify the accuracy
of the proposed method for a case study using yellow taxi trip
data and HVFHVs trip data of New York city. The impact of
factors affecting modeling accuracy was investigated, and it was
observed that the modeling accuracy increases as the number
of OD basis patterns and the amount of data used increase. In
addition, our proposed prediction method outperforms the con-
ventional prediction method in terms of the prediction accuracy
while reducing the need of both memory and computation. This
high prediction accuracy indicates that the OD basis patterns
extracted in the travel demand modeling can capture complicated
mobility patterns such as those in urban areas.

REFERENCES

[1] J. Jeong et al., “Mobility prediction for 5G core networks,” IEEE Commun.
Standards Mag., vol. 5, no. 1, pp. 56–61, Mar. 2021.

[2] C. A. Gómez-Vega, Z. Liu, C. A. Gutiérrez, M. Z. Win, and A. Conti,
“Efficient deployment strategies for network localization with assisting
nodes,” IEEE Trans. Mobile Comput., vol. 23, no. 5, pp. 6272–6287,
May 2024.

[3] T. Singh, A. Solanki, S. K. Sharma, A. Nayyar, and A. Paul, “A decade
review on smart cities: Paradigms, challenges and opportunities,” IEEE
Access, vol. 10, pp. 68 319–68 364, 2022.

[4] M. Batty et al., “Smart cities of the future,” Eur. Phys. J. Special Top.,
vol. 214, pp. 481–518, 2012.

[5] J. Kim, S. Tak, J. Lee, and H. Yeo, “Integrated design framework for on-
demand transit system based on spatiotemporal mobility patterns,” Transp.
Res. Part C, Emerg. Technol., vol. 150, 2023, Art. no. 104087.

[6] Y. Kim, H.-Y. Tak, S. Kim, and H. Yeo, “A hybrid approach of traf-
fic simulation and machine learning techniques for enhancing real-time
traffic prediction,” Transp. Res. Part C, Emerg. Technol., vol. 160, 2024,
Art. no. 104490.

[7] C. Wu, A. R. Kreidieh, K. Parvate, E. Vinitsky, and A. M. Bayen, “Flow:
A modular learning framework for mixed autonomy traffic,” IEEE Trans.
Robot., vol. 38, no. 2, pp. 1270–1286, Apr. 2022.

[8] P. Koopman and M. Wagner, “Autonomous vehicle safety: An interdisci-
plinary challenge,” IEEE Intell. Transp. Syst. Mag., vol. 9, no. 1, pp. 90–96,
Spring 2017.

[9] C. Wu, A. M. Bayen, and A. Mehta, “Stabilizing traffic with au-
tonomous vehicles,” in Proc. IEEE Int. Conf. Robot. Autom., 2018,
pp. 6012–6018.

[10] U. Nations, UNECE Nexus: Sustainable Mobility and Smart Connectivity.
New York, NY, USA: UN, 2021.

[11] J. L. Toole, S. Colak, B. Sturt, L. P. Alexander, A. Evsukoff, and M. C.
González, “The path most traveled: Travel demand estimation using big
data resources,” Transp. Res. Part C, Emerg. Technol., vol. 58, pp. 162–177,
2015.

[12] S. Çolak, A. Lima, and M. C. González, “Understanding congested travel
in urban areas,” Nat. Commun., vol. 7, no. 1, pp. 1–8, 2016.

[13] X. Liu, L. Gong, Y. Gong, and Y. Liu, “Revealing travel patterns and city
structure with taxi trip data,” J. Transport Geography, vol. 43, pp. 78–90,
2015.

[14] C. Zhong, S. M. Arisona, X. Huang, M. Batty, and G. Schmitt, “Detecting
the dynamics of urban structure through spatial network analysis,” Int. J.
Geographical Inf. Sci., vol. 28, no. 11, pp. 2178–2199, 2014.

[15] A. Alsger, A. Tavassoli, M. Mesbah, L. Ferreira, and M. Hickman, “Public
transport trip purpose inference using smart card fare data,” Transp. Res.
Part C, Emerg. Technol., vol. 87, pp. 123–137, 2018.

[16] L. Sun and K. W. Axhausen, “Understanding urban mobility patterns
with a probabilistic tensor factorization framework,” Transp. Res. Part
B, Methodol., vol. 91, pp. 511–524, 2016.

[17] D. Alghamdi, K. Basulaiman, and J. Rajgopal, “Multi-stage deep
probabilistic prediction for travel demand,” Appl. Intell., vol. 52,
pp. 11214–11231, 2022.

[18] K. W. Axhausen and T. Gärling, “Activity-based approaches to travel anal-
ysis: Conceptual frameworks, models, and research problems,” Transport
Rev., vol. 12, no. 4, pp. 323–341, 1992.

[19] C. R. Bhat and F. S. Koppelman, Activity-Based Modeling of Travel
Demand. Berlin, Germany: Springer, 1999.

[20] J. Kim and H. S. Mahmassani, “Spatial and temporal characterization of
travel patterns in a traffic network using vehicle trajectories,” Transp. Res.
Procedia, vol. 9, pp. 164–184, 2015.

[21] M. Saberi, H. S. Mahmassani, T. Hou, and A. Zockaie, “Estimating net-
work fundamental diagram using three-dimensional vehicle trajectories:
Extending edie’s definitions of traffic flow variables to networks,” Transp.
Res. Rec., vol. 2422, no. 1, pp. 12–20, 2014.

[22] X. Li et al., “Prediction of urban human mobility using large-scale taxi
traces and its applications,” Front. Comput. Sci., vol. 6, no. 1, pp. 111–121,
2012.

[23] L. Moreira-Matias, J. Gama, M. Ferreira, J. Mendes-Moreira, and L.
Damas, “Predicting taxi–passenger demand using streaming data,” IEEE
Trans. Intell. Transp. Syst., vol. 14, no. 3, pp. 1393–1402, Sep. 2013.

[24] M. Bierlaire and F. Crittin, “An efficient algorithm for real-time estimation
and prediction of dynamic OD tables,” Operations Res., vol. 52, no. 1,
pp. 116–127, 2004.

[25] J. Barceló Bugeda, L. Montero Mercadé, M. Bullejos, O. Serch, and C.
Carmona Bautista, “A Kalman filter approach for the estimation of time
dependent od matrices exploiting bluetooth traffic data collection,” in Proc.
TRB 91st Annu. Meeting Compendium Papers DVD, 2012, pp. 1–16.

[26] Z. Zhou, K. Yang, Y. Liang, B. Wang, H. Chen, and Y. Wang, “Predicting
collective human mobility via countering spatiotemporal heterogeneity,”
IEEE Trans. Mobile Comput., vol. 23, no. 5, pp. 4723–4738, May 2024.

[27] J. Xu, R. Rahmatizadeh, L. Bölöni, and D. Turgut, “Real-time prediction of
taxi demand using recurrent neural networks,” IEEE Trans. Intell. Transp.
Syst., vol. 19, no. 8, pp. 2572–2581, Aug. 2018.

[28] N. Laptev, J. Yosinski, L. E. Li, and S. Smyl, “Time-series extreme event
forecasting with neural networks at Uber,” in Proc. Int. Conf. Mach. Learn.,
2017, pp. 1–5.

[29] Y. Bai, Z. Sun, B. Zeng, J. Deng, and C. Li, “A multi-pattern deep fusion
model for short-term bus passenger flow forecasting,” Appl. Soft Comput.,
vol. 58, pp. 669–680, 2017.

[30] H. Yao et al., “Deep multi-view spatial-temporal network for taxi demand
prediction,” in Proc. AAAI Conf. Artif. Intell., 2018, pp. 2588–2595.

[31] T. Djukic, G. Flötteröd, H. Van Lint, and S. Hoogendoorn, “Efficient real
time od matrix estimation based on principal component analysis,” in Proc.
15th Int. IEEE Conf. Intell. Transp. Syst., 2012, pp. 115–121.

[32] X. Li, J. Kurths, C. Gao, J. Zhang, Z. Wang, and Z. Zhang, “A hybrid
algorithm for estimating origin-destination flows,” IEEE Access, vol. 6,
pp. 677–687, 2018.

[33] J. Kim, A. Conti, and M. Z. Win, “Inferring spatiotemporal mobility pat-
terns from multidimensional trip data,” in Proc. IEEE Int. Conf. Commun.,
Rome, Italy, May 2023, pp. 3358–3363.

[34] D. Skillicorn, Understanding Complex Datasets: Data Mining With matrix
Decompositions. London, U.K.: Chapman and Hall/CRC, 2007.

[35] Y. Han and F. Moutarde, “Analysis of large-scale traffic dynamics in an
urban transportation network using non-negative tensor factorization,” Int.
J. Intell. Transp. Syst. Res., vol. 14, pp. 36–49, 2016.

[36] H. Tan, G. Feng, J. Feng, W. Wang, Y.-J. Zhang, and F. Li, “A tensor-based
method for missing traffic data completion,” Transp. Res. Part C, Emerg.
Technol., vol. 28, pp. 15–27, 2013.

[37] Y. Yu, Y. Zhang, S. Qian, S. Wang, Y. Hu, and B. Yin, “A low rank dynamic
mode decomposition model for short-term traffic flow prediction,” IEEE
Trans. Intell. Transp. Syst., vol. 22, no. 10, pp. 6547–6560, Oct. 2021.

[38] J. Reades, F. Calabrese, and C. Ratti, “Eigenplaces: Analysing cities using
the space–time structure of the mobile phone network,” Environ. Plan. B,
Plan. Des., vol. 36, no. 5, pp. 824–836, 2009.

[39] C. Peng, X. Jin, K.-C. Wong, M. Shi, and P. Liò, “Collective human
mobility pattern from taxi trips in urban area,” PLoS One, vol. 7, no. 4,
2012, Art. no. e34487.

Authorized licensed use limited to: MIT. Downloaded on March 03,2025 at 22:32:52 UTC from IEEE Xplore.  Restrictions apply. 



KIM et al.: TRAVEL DEMAND MODELING AND ESTIMATION FOR HIGH-DIMENSIONAL MOBILITY 1277

[40] F. Zhang, D. Wilkie, Y. Zheng, and X. Xie, “Sensing the pulse of urban
refueling behavior,” in Proc. ACM Int. Joint Conf. Pervasive Ubiquitous
Comput., 2013, pp. 13–22.

[41] J. Wang, F. Gao, P. Cui, C. Li, and Z. Xiong, “Discovering urban spatio-
temporal structure from time-evolving traffic networks,” in Proc. Asia-
Pacific Web Conf., Springer, 2014, pp. 93–104.

[42] Z. Fan, X. Song, and R. Shibasaki, “CitySpectrum: A non-negative tensor
factorization approach,” in Proc. ACM Int. Joint Conf. Pervasive Ubiqui-
tous Comput., 2014, pp. 213–223.

[43] Z. Li, H. Yan, C. Zhang, and F. Tsung, “Long-short term spatiotemporal
tensor prediction for passenger flow profile,” IEEE Robot. Autom. Lett.,
vol. 5, no. 4, pp. 5010–5017, Oct. 2020.

[44] J. Ren and Q. Xie, “Efficient OD trip matrix prediction based on tensor
decomposition,” in Proc. 18th IEEE Int. Conf. Mobile Data Manage., 2017,
pp. 180–185.

[45] M. Bhanu, S. Priya, S. K. Dandapat, J. Chandra, and J. Mendes-Moreira,
“Forecasting traffic flow in big cities using modified tucker decompo-
sition,” in Proc. Int. Conf. Adv. Data Mining Appl., Springer, 2018,
pp. 119–128.

[46] K. Greff, R. K. Srivastava, J. Koutník, B. R. Steunebrink, and J. Schmidhu-
ber, “LSTM: A search space odyssey,” IEEE Trans. Neural Netw. Learn.
Syst., vol. 28, no. 10, pp. 2222–2232, Oct. 2017.

[47] G. E. Box, G. M. Jenkins, G. C. Reinsel, and G. M. Ljung, Time Series
Analysis: Forecasting and Control. Hoboken, NJ, USA: John Wiley &
Sons, 2015.

[48] Y. Yang, Y. Fan, and R. J. Wets, “Stochastic travel demand estimation: Im-
proving network identifiability using multi-day observation sets,” Transp.
Res. Part B, Methodol., vol. 107, pp. 192–211, 2018.

[49] Y. Vardi, “Network tomography: Estimating source-destination traffic
intensities from link data,” J. Amer. Stat. Assoc., vol. 91, no. 433,
pp. 365–377, 1996.

[50] M. L. Hazelton, “Some comments on origin–destination matrix estima-
tion,” Transp. Res. Part A, Policy Pract., vol. 37, no. 10, pp. 811–822,
2003.

[51] H. Shao, W. H. Lam, A. Sumalee, A. Chen, and M. L. Hazelton, “Esti-
mation of mean and covariance of peak hour origin–destination demands
from day-to-day traffic counts,” Transp. Res. Part B, Methodol., vol. 68,
pp. 52–75, 2014.

[52] H. Yang, T. Sasaki, Y. Iida, and Y. Asakura, “Estimation of origin-
destination matrices from link traffic counts on congested networks,”
Transp. Res. Part B, Methodol., vol. 26, no. 6, pp. 417–434,
1992.

[53] M. J. Maher, X. Zhang, and D. Van Vliet, “A bi-level programming
approach for trip matrix estimation and traffic control problems with
stochastic user equilibrium link flows,” Transp. Res. Part B, Methodol.,
vol. 35, no. 1, pp. 23–40, 2001.

[54] Z. Zhao, H. N. Koutsopoulos, and J. Zhao, “Discovering latent ac-
tivity patterns from transit smart card data: A spatiotemporal topic
model,” Transp. Res. Part C, Emerg. Technol., vol. 116, 2020, Art. no.
102627.

[55] A. Agresti, Categorical Data Analysis. Berlin, Germany: Springer,
2002.

[56] T. G. Kolda and B. W. Bader, “Tensor decompositions and applications,”
SIAM Rev., vol. 51, no. 3, pp. 455–500, 2009.

[57] J. H. Tu, “On dynamic mode decomposition: Theory and applications,” J.
Comput. Dyn., vol. 1, pp. 391–241, 2014.

[58] J. N. Kutz, S. L. Brunton, B. W. Brunton, and J. L. Proctor, Dynamic Mode
Decomposition: Data-Driven Modeling of Complex Systems. Philadelphia,
PA, USA: SIAM, 2016.

[59] N. Mohan, K. Soman, and S. S. Kumar, “A data-driven strategy for short-
term electric load forecasting using dynamic mode decomposition model,”
Appl. Energy, vol. 232, pp. 229–244, 2018.

[60] R. J. Hyndman and Y. Khandakar, “Automatic time series forecasting:
The forecast package for R,” J. Stat. Softw., vol. 27, no. 3, pp. 1–22, 2008.
[Online]. Available: https://www.jstatsoft.org/index.php/jss/article/view/
v027i03

[61] Taxi and Limousine Commission, “Taxi and Limousine commission
trip record data,” 2019. [Online]. Available: https://www.nyc.gov/site/tlc/
index.page

[62] F. Rodrigues, I. Markou, and F. C. Pereira, “Combining time-series and
textual data for taxi demand prediction in event areas: A deep learning
approach,” Inf. Fusion, vol. 49, pp. 120–129, 2019.

[63] B. Du, X. Hu, L. Sun, J. Liu, Y. Qiao, and W. Lv, “Traffic demand prediction
based on dynamic transition convolutional neural network,” IEEE Trans.
Intell. Transp. Syst., vol. 22, no. 2, pp. 1237–1247, Feb. 2021.

Jeongyun Kim (Member, IEEE) received the B.S.,
M.S., and Ph.D. degrees in civil and environmental
engineering from the Korea Advanced Institute of
Science and Technology (KAIST), Daejeon, South
Korea, in 2014, 2016, and 2021, respectively.

She is a postdoctoral fellow with Wireless In-
formation and Network Sciences Laboratory, the
Massachusetts Institute of Technology (MIT), Cam-
bridge, MA, USA. Her research is in the area of
modeling urban mobility and developing solutions
to the challenges related to the autonomous urban

mobility system. Her current research focuses on urban mobility analytics
using large-scale movement data and modeling autonomy control system using
machine learning.

Dr. Kim was the recipient of the Excellence Paper Award from the Journal
of Korean Society of Transportation in 2020, the Excellence Award in Seoul
Innovation Challenge Research in 2017, and the Excellence Paper Presentation
Award from the Korean Society for Railway in 2016. She was the recipient of
the Research Fellowship for Korean-Swiss Science and Technology Program.

Andrea Conti (Fellow, IEEE) is a professor and
founding director with the Wireless Communication
and Localization Networks Laboratory at the the Uni-
versity of Ferrara, Italy. Prior to joining the University
of Ferrara, he was with CNIT and with IEIIT-CNR.

In Summer 2001, he was with the Wireless Systems
Research Department, AT&T Research Laboratories.
Since 2003, he has been a frequent visitor to the Wire-
less Information and Network Sciences Laboratory,
the Massachusetts Institute of Technology, where he
presently holds the Research Affiliate appointment.

His research interests involve theory and experimentation of wireless commu-
nication and localization systems. His current research topics include network
localization and navigation, distributed sensing, adaptive diversity communica-
tions, and quantum information science.

Dr. Conti has served as editor for IEEE journals and chaired international
conferences. He was elected chair of the IEEE Communications Society’s Radio
Communications Technical Committee and is co-founder of the IEEE Quantum
Communications & Information Technology Emerging Technical Subcommit-
tee. He received the HTE Puskás Tivadar Medal, the IEEE Communications
Society’s Fred W. Ellersick Prize, and the IEEE Communications Society’s
Stephen O. Rice Prize in the field of Communications Theory. He is an elected
fellow of IET, and a member of Sigma Xi. He has been selected as an IEEE
distinguished lecturer.

Moe Z. Win (Fellow, IEEE) is the Robert R. Taylor
professor at the Massachusetts Institute of Technol-
ogy (MIT) and the founding director of the Wireless
Information and Network Sciences Laboratory. Prior
to joining MIT, he was with AT&T Research Labora-
tories and with the NASA Jet Propulsion Laboratory.

His research encompasses fundamental theories,
algorithm design, and network experimentation for
a broad range of real-world problems. His current
research topics include ultra-wideband systems, net-
work localization and navigation, network interfer-

ence exploitation, and quantum information science. He has served the IEEE
Communications Society as an elected member-at-large on the Board of Gov-
ernors, as elected Chair of the Radio Communications Committee, and as an
IEEE distinguished lecturer. Over the last two decades, he held various editorial
positions for IEEE journals and organized numerous international conferences.
He has served on the SIAM Diversity Advisory Committee.

Dr. Win is an elected fellow of the AAAS, the EURASIP, and the IET. He
was honored with two IEEE Technical Field Awards: the IEEE Kiyo Tomiyasu
Award (2011) and the IEEE Eric E. Sumner Award (2006, jointly with R.
A. Scholtz). His publications, co-authored with students and colleagues, have
received several awards. Other recognitions include the MIT Frank E. Perkins
Award (2024), the MIT Everett Moore Baker Award (2022), the IEEE Vehic-
ular Technology Society James Evans Avant Garde Award (2022), the IEEE
Communications Society Edwin H. Armstrong Achievement Award (2016),
the Cristoforo Colombo International Prize for Communications (2013), the
Copernicus Fellowship (2011) and the Laurea Honoris Causa (2008) from the
Università degli Studi di Ferrara, and the US Presidential Early Career Award
for Scientists and Engineers (2004).

Authorized licensed use limited to: MIT. Downloaded on March 03,2025 at 22:32:52 UTC from IEEE Xplore.  Restrictions apply. 

https://www.jstatsoft.org/index.php/jss/article/view/v027i03
https://www.jstatsoft.org/index.php/jss/article/view/v027i03
https://www.nyc.gov/site/tlc/index.page
https://www.nyc.gov/site/tlc/index.page


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


